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UNIVERSITY OF YORK

BA, BSc and MMath Examinations 2006
MATHEMATICS
Metric Spaces

Time Allowed: 1% hours.

Answer threeuestions.

Please write your answers in ink; pencil is acceptable famrs and diagrams. Do not use
red ink.

Standard calculators will be provided.
The marking scheme shown on each question is indicative only
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Suppos€X is a non-empty set and thdt: X x X — R. What properties must
satisfy, in order for it to be aetricon X? If z, € X andr > 0, define theopen
ball B(xq,r). [8]

Show that the function defined by

1 ifx#y

is a metric (thediscrete metrizon X. [5]

If d is a metric onX and A C X, define the interioint(A), the exteriorext(A)
and the boundary A in the metric spacéX, d). Show that4 and its complement
A€ have the same boundary. [8]

Define the termspenandclosed as applied to the set in (X, d). Show that, un-
der the discrete metric, all sets are both open and closddyare empty boundary.

[9]

SupposéX, d) is a metric space,z, ).y iS @ sequence iIX andz € X. What
does it mean to say that, convergego x asn — oo? Show that if, as — oo,
x, — x andz, — y thenx = y. [10]

Suppose a sequencg, ),y converges to a limitf in the metric spac€’|a, b]
(continuous, real-valued functions on the interab]), with the uniform metric

doo(f,9) = sup |f(t) = g(t)] = max [f(t) — g(t)|.

te[a,b] t€(a,b]

Show thatf,, also converges pointwise §q that is, that for each € [a, b] we have

fu(t) = f(t)inR. [4]

Consider the following sequencesano, 1]:

anlt) = sinibnt);
3 - nt
"= T Gy

Indicate briefly why both of these sequences converge pa@at®0, and deter-
mine whether or not each one converges o the uniform metric. [16]
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SupposéX, d) is a metric space anfl: X — X is a function. What does it mean
to say that a real numbeér > 0 is aLipschitz constantor f? Show that iff is
a Lipschitz function (that is, one for which a Lipschitz ctarg exists) thery is
continuous. [10]

If X is the intervala, b] with the standard metricf is differentiable ora, b] and
[’ is continuous ona, b], use the Mean Value Theorem to show that the smallest
Lipschitz constant for is

"(t)]. 5

max |f(1)] [5]

State without proof th€ontraction Mapping Theorem [6]
and use it to show that there is exactly one solution in thervat [0, 1] to the
equationt = 1 — cos(1 — ). [6]

Starting fromt, = 0.25, use a calculator to find the next three steps in the iteration
converging to this solution. [3]

What is meant by subsequencef a sequencér,,),cn in a metric spaceX, d)?
Show that ifx, — = € X asn — oo then any subsequence (f,,),cy also
converges ta. [9]

In R with the standard metric, give examples of:

(&) asequence with no convergent subsequence;
(b) adivergent sequence with a convergent subsequence

(and indicate why your examples have these properties). [8]

What does it mean to say that a metric spa€ed) is sequentially compact3how
that the following spaces ar®t sequentially compact:

(@) the openinterval, 1) C R with the standard metric;
(b) the set

{f:[0,1] — R : fiscontinuous andf(t)| < 1forallt € [0,1]}

with the uniform metrial,, (defined in Question 2). [13]
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The three properties of a metric are:

M1 d(xz,y) >0forallz,y € X andd(z,y) = 0ifand onlyifz =y

M2 d(z,y) =d(y,x)forallz,y € X

N N
< <
Q b}
= =
3 3
(7)) n

M3 d(z,y) <d(z,z)+d(z,y)foral z,y,z € X. 2 Marks|

The ball is defined by
B(zo,r) ={z € X : d(xg,x) <71}. Marks

M1 and M2 are clear from the definition. 1 Mar

M3 is clear in the case = y, since then the LHS is zero and the RHS is non-

negative. In the case that = y, so the LHS isl, we must have either # =

or z # y, so the RHS is eithet or 2, showing that M3 is true in this case too.
4 Marks

i
!

The interior ofA is the set

int(A) = {z € X : B(x,r) C Afor somer > 0}
The exterior ofA is the set

ext(A) ={x € X : B(z,r) C A°for somer > 0} 2 Marks

The boundary ofd is the set

N
<
Q
=
=~
(7))

0A ={x € X : forallr > 0, B(x,r) intersects botld andA°} (2 Marks

A and A¢ have the same boundary because the definitiahdois symmetric inA
andAc. 2 Marks|

Ais open if it contains none of its boundary (V 0A = (),

and closed if it contains all of its boundary4 C A). 2 Marks

In the discrete metrid,, we have
B(xg,1) ={z € X : dy(xg,z) < 1} = {0}

If x € AthenB(z,1) = {z} C Aandifz € A°thenB(z,1) = {z} C A. It

follows thatint(A) = A, thatext(A4) = A and tha® A = (.
Since the boundary is empty, we have bdth A = () anddA C A, soA is both
open and closed.
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Remarks. All familiar stuff. The definition of open and closed is uraiswf
course, but thisis the way | did itin lectures. If someonesiise more conventional
approach, then of course they’ll get full credit.

(Total: 30 Markg

x, converges tac asn — oc if for any € > 0 there existsV € N such that if

n > N thend(z,,x) < ¢.

If both z,, — = andx,, — y then for anye > 0 there existM/, N € N such that if
n > M thend(z,,z) < e/2andifn > N thend(z,,y) < /2. If n > max(M, N)
then

d(z,y) < d(z,z,) + d(z,,y) < % + g —c

since this is true for alk > 0, d(z,y) < 0. Butd(z,y) > 0 by definition, so

d(z,y) = 0 and hence: = y.

For any givert € [a, b], we have

[fu(t) = F(O)] < sup [fu(t) = f(B)] = doo(fus f)

te(a,b]
It follows that if f,, — f in the uniform metric, thery, (t) — f(t) for eacht.

Since| sin(nt)|/n < 1/n — 0, we havey, (t) — 0 for anyt; also

1/(nt) 0
1/(nt)?2 +1

for anyt.

Calculate:

hy, (t> =

oo (gn, 0) = sup |fn(t) — 0|

te(0,1]
i t
_ qup 500
t€[0,1] n
1
< =
n

— Qasn — o

which shows thai;,, — 0 in the metricd..
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Notice thath,(t) = hi(nt), and choose, € (0,1), so h;(t;) > 0. Since
hn(to/n) = hl(to), we have

doo(hp, 0) = sup |h,(t) — 0]
te[0,1]

= sup h(t)
te[0,1]

> hn(to/n)
= hy(to)
This shows thatl.(h,,0) - 0 asn — oo, Soh, does not converge toin the

metricd...

Remarks. All familiar ideas; but of course these particular exampdes unseen.
(Total: 30 Markg

A Lipschitz constant is a constaht> 0 with the property thatl(f(z), f(y)) <

kd(z,y) forall z,y € X.

If f has a Lipschitz constant 6f then it is evidently constant, and hence continu-
ous. If f has a Lipschitz constast> 0, then for anye > 0 we leté = ¢/k, so if
d(z,y) < dthend(f(x), f(y)) < kd(x,y) < ké = ¢, showing thatf is uniformly
continuous onX.

Let
k = max |f'(t)].

tela,b]

If s,t € [a,b] ands # t then, by the mean value theorem,

[f(s) = FOI = [ (T)lls —t] < kls — ]

wherer is some number betweearandt. If s = tthen|f(s)—f(t)| = 0 = k|s—t],
sok is indeed a Lipschitz constant fgr
To show that is the minimal Lipschitz constant, choose samsuch that f'(to)| =
k. This means that

FO=Fw)l

|t —to|
ast — ty. In particular, for any > 0 we can choosésuch that
t)— f(t
ORI
|t —to

This shows that — ¢ is not a Lipschitz constant fgf, sok is the minimal Lipschitz

constant.
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The contraction mapping theorem states thafXif d) is a complete metric space
andF : X — X has a Lipschitz constait < 1 then F' has a unique fixed point
in X. Moreover, for anyr, € X the iterateg F(™(z)),en converge to the fixed

point asn — oo.

Let f(t) = 1—cos(1—t). If t € [0, 1] thencos(t) € [0, 1], s01 —cos(1—t) € [0, 1]
also. This shows that leaves invariant the complete metric spétd].
We havef’(t) = sin(1 — t). On the interval0, 1], sin is non-negative and increas-
ing, so

max |sin(1 —¢)| = sin(1)

t€[0,1]
This shows thaf has Lipschitz constarin(1) < 1, and hence by the contraction
mapping theorem a unique fixed in point[in1].

Starting fromt, = 0.25, we havet; = f(tg) ~ 0.268, t = f(t;) ~ 0.256 and

ts = f(ty) ~ 0.264.

Remarks. Again, all familiar but an unseen example of a contraction.
(Total: 30 Markg

If (ng)ren iS a strictly increasing sequence of natural numbers, therséquence

(zn, )ken is @ subsequence 6f;, ) ,en.

Supposer,, — = asn — oo and we have a subsequer(ag, ).cny. Then for any
e > 0 there existsV € N such that ifn. > N thend(z,,z) < €. Since(ny)xen is
strictly increasing inN, we haven, > k for all k. If follows that if £ > N then
ny > N, sod(z,,,z) < €, showing that,, — = ask — oo

(a) Letz, = n. Then any subsequen¢e,, ) hasz,, > k, sox,, — oo as
k — oo. This shows that there is no convergent subsequence(4 Marks

(b) Letz, = (—1)". Thenzy, = 1 andz,,,; = —1. These subsequences are
trivially convergent, and the fact that they have differéntits shows that

(2 )nen itself is divergent.

A metric space€ X, d) is called sequentially compact if every sequenc&’ihas a

convergenbt subsequence.

(@) Letx, = 1/n. Sincer,, — 0 asn — oo in R, every subsequence 0f,,),cn
also converges t0 in R. If a subsequence were to convergginl), then

8
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it would also converge iR, and would thus have two distinct limits iR,
which is impossible; it follows that no subsequence can ey in(0, 1).

(b) Letf,(t) be a continuous function df, 1] which is zero outside the interval
I, = [1/(n+1),1/n] and has a maximum value bbver/,. Then, ifm # n
| fon = ful = | ful ON 1, SOdoo( fin, fr) > 1. This shows thatf,,),cn has no
Cauchy subsequence, and hence no convergent subsequendg Marks

Remarks. Nothing at all new here, but the technical details are tricky
(Total: 30 Marks




