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## Introduction

> Data aequatione quotcunque fluentes quantitae involvente fluxiones invenire et vice versa. [It is useful to differentiate functions and to solve differential equations.]

- Isaac Newton (Letter to Leibniz, 1676)

This work is an attempt at a comprehensive analysis, from both a theoretical and a numerical point of view, of the general linear diffusion problem

$$
\begin{aligned}
\frac{\partial u}{\partial t}-c \frac{\partial^{2} u}{\partial x^{2}}+b u & =f \text { on }(0,2 \pi) \times(0, T) \\
u(x, 0) & =u_{0}(x) \\
u(0, t) & =u(2 \pi, t) .
\end{aligned}
$$

There are several methods of solving evolution problems, e.g. Laplace transform methods, semigroup methods, variational methods (cf. Dautray \& Lions (2000b)). In this work, we employ the Fourier series or diagonalization method, described by Gustafson (1980: p. xi) as one of "the usual trinities". This method is extensively used in the engineering and applied science, and is often called the method of separation of variables (cf. Creese \& Haralick (1978: Section 1D), Greenberg (1978: Section 21.1), Sirovich (1988: Section 7.2)).

Regarding the numerical discretization in the space variable $x$, we use the spectral Galerkin method described by Canuto et al (1988), of which the Fourier series method turns out to be a good motivation. We then couple the spectral method with a standard (cf. Raviart \& Thomas (1983: Section 7.5)) and non-standard (cf. Mickens (1994: Chapter 4)) finite difference discretization in the time variable $t$.

The work is organised as follows:
The Hilbert-Schmidt theory of self-adjoint compact linear operators in Hilbert spaces, presented in Chapter 1, is a strong motivation to the use of Fourier series and spectral methods. We apply this theory to the Sturm-Liouville problem, as well as to a related boundary value problem with periodic boundary conditions.

In Chapter 2, we prove the existence and uniqueness of solutions to the general linear diffusion initial-boundary value problem, using a specific Galerkin method that is related to the Fourier series method.

In view of the theoretical work done in Chapters 1 and 2, it is natural to use the semi-discrete spectral method of Fourier-Galerkin type described in Chapter 3. We study the convergence of this method, and present some error estimates.

We then depart temporarily from the general linear diffusion equation. Chapter 4 starts with some numerical approximations of initial value problems for ordinary differential equations, using the classical $\theta$-method. In addition, we study the concept of elementary stability, and with regard to this property, design an original powerful variant of the $\theta$-method: the non-standard $\theta$-method.

In Chapter 5, we return to the general linear diffusion problem. For the semi-discrete approximation, we employ the semi-discrete spectral method developed in Chapter 3. Coupling it with the $\theta$-method discussed in Chapter 4, we obtain a spectral- $\theta$-method, for which we present a stability result as well as error estimates. Finally, we present a new method: the spectral-nonstandard $\theta$-method.

We have not succeeded in answering all our problems. The answers we have found only serve to raise a whole set of new questions. In some ways, we feel we are as confused as ever, but we believe we are confused on a higher level and about more important things.
(Posted outside the mathematics reading room, Tromsø University)

## Chapter 1. Self-adjoint compact linear operators in Hilbert spaces

Hilbert-Schmidt theory constitutes a solid foundation for and strong motivation to spectral methods. In Section 1.1, we present this theory, essentially following Zeidler (1995: pp. 229-237). In Section 1.2, the Hilbert-Schmidt theory is applied to the Sturm-Liouville problem. A similar boundary value problem with periodic boundary conditions is also considered.

### 1.1. Hilbert-Schmidt theory

Throughout this section, we consider a complex or real Hilbert space $\mathbf{H} \neq\{0\}$ with inner product $\langle\cdot$,$\rangle and norm \|\cdot\|$, and a linear operator $T: \mathbf{H} \rightarrow \mathbf{H}$.

We first investigate the properties of self-adjoint operators.

Definition 1.1.1. Self-adjoint operator. The operator $T$ is called self-adjoint (or symmetric) if

$$
\begin{equation*}
\langle T x, y\rangle=\langle x, T y\rangle \text { for all } x \in \mathbf{H} \text { and } y \in \mathbf{H} . \tag{1.1}
\end{equation*}
$$

Remark 1.1.2. If the domain of the operator $T$ is a proper subspace of $\mathbf{H}$, then the concepts of selfadjointness and symmetry for $T$ are distinct (cf. Zeidler (1995: p. 264)).

For a self-adjoint operator $T$, we have

$$
\begin{equation*}
\langle T x, x\rangle \text { is real for all } x \in \mathbf{H} \tag{1.2}
\end{equation*}
$$

Indeed, for any $x \in \mathbf{H}$,

$$
\begin{equation*}
\langle T x, x\rangle=\langle x, T x\rangle=\overline{\langle T x, x\rangle} . \tag{1.3}
\end{equation*}
$$

In view of the terminology that we will employ frequently, it is worth stating the following theorem, which is proved by Davis (1963: Theorem 8.9.1):

Theorem 1.1.3. Let $\left\{w_{k}\right\}_{k \in \mathbf{N}}$ be a system of orthonormal vectors in $\mathbf{H}$. The following statements are equivalent:
(a) The space spanned by $\left\{w_{k}\right\}_{k \in \mathrm{~N}}$ is dense in $\mathbf{H}$.
(b) The system $\left\{w_{k}\right\}_{k \in \mathbf{N}}$ is complete, i.e. if $v \in \mathbf{H}$ is such that $\left\langle v, w_{k}\right\rangle=0$ for all $k \in \mathbf{N}$, then $v=0$.
(c) The Fourier series $\sum_{k \in \mathbf{N}}\left\langle v, w_{k}\right\rangle w_{k}$ of any $v \in \mathbf{H}$ converges to $v$ in $\mathbf{H}$, i.e.

$$
\begin{equation*}
v=\sum_{k \in \mathbf{N}}\left\langle v, w_{k}\right\rangle w_{k} . \tag{1.4}
\end{equation*}
$$

(d) The Parseval identity holds, i.e. for all $v \in \mathbf{H}$,

$$
\begin{equation*}
\|v\|^{2}=\sum_{k \in \mathbf{N}}\left|\left\langle v, w_{k}\right\rangle\right|^{2} . \tag{1.5}
\end{equation*}
$$

(e) The extended Parseval identity holds, i.e. for all $v$ and $w$ in $\mathbf{H}$,

$$
\begin{equation*}
\langle v, w\rangle=\sum_{k \in \mathbf{N}}\left\langle v, w_{k} \overline{\left\langle w, w_{k}\right\rangle} .\right. \tag{1.6}
\end{equation*}
$$

Following Schwartz (1979: p. 29), we consider the next definition.

Definition 1.1.4. Hilbert basis. Any orthonormal system $\left\{w_{k}\right\}_{k \in \mathbb{N}}$ that satisfies one of the equivalent statements in Theorem 1.1.3 is called a Hilbert basis of $\mathbf{H}$.

The following existence result will be used.

Theorem 1.1.5. Any separable Hilbert space $\mathbf{H} \neq\{0\}$ admits at least one Hilbert basis (cf. Kreyszig (1978: pp. 168 \& 171), Schwartz (1979: p. 30)).

The eigenvectors and eigenvalues of self-adjoint operators have some special properties, as depicted in the next result.

Proposition 1.1.6. Suppose that $T$ is self-adjoint. Then
(a) All the eigenvalues of $T$ are real.
(b) Any two eigenvectors of $T$ associated with different eigenvalues are orthogonal.
(c) If $\left\{w_{k}\right\}_{k \in \mathbf{N}}$ is a system of eigenvectors of $T$ that form a Hilbert basis of $\mathbf{H}$, then the corresponding system $\left\{\lambda_{k}\right\}_{k \in \mathbf{N}}$ of eigenvalues contains all the eigenvalues of $T$.

Proof. (a) Consider any eigenvalue $\lambda$ of $T$ with associated eigenvector $x$. Then $\lambda\langle x, x\rangle=\langle T x$, $x\rangle$, i.e. $\lambda=\frac{\langle T x, x\rangle}{\langle x, x\rangle}$, which is real in view of (1.2).
(b) Suppose that $T x=\lambda x$ and $T y=\mu y$ for some eigenvalues $\lambda \neq \mu$. Then

$$
\begin{aligned}
\langle x, y\rangle & =\frac{1}{\lambda-\mu}(\langle\lambda x, y\rangle-\langle x, \mu y\rangle) \\
& =\frac{1}{\lambda-\mu}(\langle T x, y\rangle-\langle x, T y\rangle) \\
& =0
\end{aligned}
$$

due to the symmetry of $T$. Hence $x$ and $y$ are orthogonal.
(c) If $\left\{w_{k}\right\}_{k \in \mathbf{N}}$ is a Hilbert basis, then, by Theorem 1.1.3, any $v \in \mathbf{H}$ can be represented in the form (1.4). Suppose, by contradiction, that $T v=\lambda v$ for some $\lambda \notin\left\{\lambda_{k}\right\}_{k \in \mathbf{N}}$ and $v \neq 0$. Then, by (b), $\left\langle v, w_{k}\right\rangle=0$ for all $k \in \mathbf{N}$. It follows that $v=0$ because the system $\left\{w_{k}\right\}_{k \in \mathbf{N}}$ is complete. This contradicts the assumption. Thus $\lambda \in\left\{\lambda_{k}\right\}_{k \in \mathbf{N}}$.

The norm of a self-adjoint operator in a Hilbert space can also be expressed in a specific way.

Proposition 1.1.7. If $T$ is self-adjoint, then it is bounded and its norm is given by

$$
\begin{equation*}
\|T\|=\sup _{x \in \mathbf{H},\|x\|=1}|\langle T x, x\rangle| . \tag{1.7}
\end{equation*}
$$

Proof. The claim on boundedness of $T$ is known as the Hellinger-Toeplitz theorem (Kreyszig, 1978: p. 525). Let $\left(x_{k}\right)_{k=1}^{\infty}$ be a sequence in $\mathbf{H}$ such that $\lim _{k \rightarrow \infty} x_{k}=x$ and $\lim _{k \rightarrow \infty} T x_{k}=y$ in $\mathbf{H}$. For any $z \in \mathbf{H}$, we have

$$
\begin{aligned}
\langle y, z\rangle & =\lim _{k \rightarrow \infty}\left\langle T x_{k}, z\right\rangle & & \text { (Continuity of inner product) } \\
& =\lim _{k \rightarrow \infty}\left\langle x_{k}, T z\right\rangle & & \text { Symmetry of } T) \\
& =\langle x, T z\rangle & & \text { (Continuity of inner product) } \\
& =\langle T x, z\rangle & & (\text { Symmetry of } T) .
\end{aligned}
$$

Since $z$ is arbitrary, we have $y=T x$, which shows that the operator $T$ is closed. The closed graph theorem (Kreyszig, 1978: p. 292) permits to conclude that $T$ is bounded.

By the Cauchy-Schwarz inequality and the boundedness of $T$,

$$
\begin{equation*}
\sup _{x \in \boldsymbol{H},|x|=1}|\langle T x, x\rangle| \leq \mid T \| . \tag{1.8}
\end{equation*}
$$

For any $z \in \mathbf{H}$ and a $\lambda>0$ (to be specified shortly), let $v_{+}:=\lambda z+\frac{1}{\lambda} T z$ and $v_{-}:=\lambda z-\frac{1}{\lambda} T z$. Then $T^{2} z=\frac{\lambda}{2}\left(T v_{+}-T v_{-}\right)$and $z=\frac{1}{2 \lambda}\left(v_{+}+v_{-}\right)$, so that

$$
\begin{aligned}
\|T z\|^{2} & =\left\langle T^{2} z, z\right\rangle \\
& =\frac{1}{4}\left\langle T v_{+}-T v_{-}, v_{+}+v_{-}\right\rangle \\
& =\frac{1}{4}\left\langle\left\langle T v_{+}, v_{+}\right\rangle-\left\langle T v_{-}, v_{-}\right\rangle\right| \\
& \leq \frac{1}{4}\left(\left\langle\left\langle T v_{+}, v_{+}\right\rangle\right|+\left|\left\langle T v_{-}, v_{-}\right\rangle\right\rangle\right) \\
& =\frac{1}{4}\left(\left\|v_{+}\right\|^{2}\left|\left\langle T\left(\frac{1}{\left\|v_{+}\right\|} v_{+}\right), \frac{1}{\left\|v_{+}\right\|} v_{+}\right\rangle\right|+\left\|v_{-}\right\|^{2}\left\langle T\left(\frac{1}{\left\|v_{-}\right\|} v_{-}\right), \frac{1}{\left\|v_{-}\right\|} v_{-}\right\rangle\right) \\
& \leq \frac{1}{4}\left(\left\|v_{+}\right\|^{2}+\left\|v_{-}\right\|^{2}\right) \sup _{x \in \mathbf{H},\|x\|=1}|\langle T x, x\rangle| \\
& =\frac{1}{2}\left(\langle\lambda z, \lambda z\rangle+\left\langle\frac{1}{\lambda} T z, \frac{1}{\lambda} T z\right\rangle\right) \sup _{x \in \mathbf{H},\|x\|=1}|\langle T x, x\rangle| \\
& =\frac{1}{2}\left(\lambda^{2}\|z\|^{2}+\frac{1}{\lambda^{2}}\|T z\|^{2}\right) \sup _{x \in \mathbf{H},\|x\|=1}|\langle T x, x\rangle| .
\end{aligned}
$$

Assume that $T z \neq 0$ (if $T z=0$, the result is trivial). If $\lambda:=\sqrt{\|T z\|}$, then

$$
\begin{aligned}
& \|T z\|^{2} \leq \frac{1}{2}\left(\|T z\|\|z\|^{2}+\|T z\|\right) \sup _{x \in \mathbf{H},\|x\|=1}|\langle T x, x\rangle| \\
& \|T z\| \leq \frac{1}{2}\left(\|z\|^{2}+1\right) \sup _{x \in \mathbf{H},\|x\|=1}|\langle T x, x\rangle|
\end{aligned}
$$

so that

$$
\begin{equation*}
\|T\| \leq \sup _{x \in \mathbf{H},\|x\|=1}|\langle T x, x\rangle| . \tag{1.9}
\end{equation*}
$$

Combining (1.8) and (1.9), we obtain (1.7).

We now present some properties of the null space of a self-adjoint operator.

Lemma 1.1.8. Suppose that $T$ is self-adjoint. Then
(a) The null space NDG $\boldsymbol{\operatorname { A }} \mid T x=0 \boldsymbol{r}$ of $T$ and its orthogonal complement $\boldsymbol{Q}|\boldsymbol{D}|$ are closed subspaces of $\mathbf{H}$.
(b) The space © Difl is invariant with respect to $T$.
(c) The restricted operator $\left.T\right|_{\text {Qbgy }}$ is injective.

Proof. (a) The null space NOG: $T^{-1} \mathbf{C}$ is a closed subspace of $\mathbf{H}$ because $T$ is continuous and $\{0\}$ is a closed set in $\mathbf{H}$.

Let $\boldsymbol{Q}_{k} \mathbf{g}_{1}$ be a sequence in $\mathbb{Q} \boldsymbol{D}$ dif that converges to some $y \in \mathbf{H}$. For any $x \in \mathbf{N} \boldsymbol{D}($, we have, due to the continuity of the inner product,

$$
\begin{equation*}
\langle y, x\rangle=\lim _{k \rightarrow \infty}\left\langle y_{k}, x\right\rangle=0 \tag{1.10}
\end{equation*}
$$

Thus $\langle y, x\rangle=0$ for all $x \in \mathbf{H}$, so that $y \in \mathbf{Q}$ (1) 1 . Therefore © $\mathbf{D} \mid$ is a closed subspace of $\mathbf{H}$.
(b) If $x \in \mathbb{G} \mid 1$ then, for all $w \in \mathbf{N D}($, due to the symmetry of $T$, we have

$$
\begin{equation*}
\langle T x, w\rangle=\langle x, T w\rangle=0 . \tag{1.11}
\end{equation*}
$$

Hence $T x \in$ ©byl, and $T * 9$ gin $\subseteq$ abdy .


From now on, we will need a further assumption on $T$.

Definition 1.1.9. Compact operator. The operator $T$ is called compact if, for every bounded set $\mathbf{M} \subseteq \mathbf{H}, T \mathbf{Q}($ is relatively compact, i.e. $\bar{T} \mathbf{T}($ is compact in $\mathbf{H}$.

Remark 1.1.10. A compact linear operator is necessarily bounded. Indeed, suppose that $T$ is compact. Consider the bounded set $\mathbf{S}(0,1):=\{x \in \mathbf{H}\|x\|=1\}$. By Definition 1.1.9, the set $\overline{T \mathbb{Q} \text { Q }}$ is compact in $\mathbf{H}$ and thus bounded. Hence there exists a $C>0$ such that $\|T x\| \leq C$ for all $x \in \mathbf{S Q} \mathbf{1}$. If $y \in \mathbf{H} \backslash\{0\}$ and $x:=\frac{1}{\|y\|} y$, then $x \in \mathbf{S} \mathbf{Q}_{1} \mathbf{(}$. Therefore

$$
\begin{equation*}
\left\|T\left(\frac{1}{\|y\|} y\right)\right\|=\|T x\| \leq C \tag{1.12}
\end{equation*}
$$

which shows that $\|T y\| \leq C\|y\|$.

The following lemma will be instrumental in the proof of the main result, Theorem 1.1.14, below.

Lemma 1.1.11. If $T$ is nonzero, self-adjoint and compact, then there exists an eigenvalue $\lambda$ and corresponding eigenvector $x \in \mathbf{H}$ such that

$$
\begin{equation*}
|\lambda|=\|T\| \text { and }\|x\|=1 \tag{1.13}
\end{equation*}
$$

Proof. By Proposition 1.1.7 and the definition of supremum, there exists a sequence $\mathcal{Q}_{1}$ with

$$
\begin{equation*}
\left\|v_{k}\right\|=1 \text { for all } k \in \mathbf{N} \tag{1.14}
\end{equation*}
$$

such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left|\left\langle T v_{k}, v_{k}\right\rangle\right|=\|T\| \tag{1.15}
\end{equation*}
$$

The sequence of real numbers (cf. (1.2)) $\left.Q \tau v_{k}, v_{k}\right\rangle \bigcap_{k=1}$ is then bounded. By the Bolzano-Weierstrass theorem, there exists a subsequence $\mathcal{D}_{k} Q_{1}$ of $\mathcal{D}_{k} Q_{1}$ and a real number $\lambda$ that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\langle T v_{k}^{\prime}, v_{k}^{\prime}\right\rangle=\lambda \tag{1.16}
\end{equation*}
$$

Given (1.15) and (1.16), we have $|\lambda|=\|T\|$. Thus $\left\|T v_{k}^{\prime}\right\| \leq|\lambda|$ for all $k \in \mathbf{N}$. Furthermore, we have

$$
\begin{aligned}
\lim _{k \rightarrow \infty}\left\|T v_{k}^{\prime}-\lambda v_{k}^{\prime}\right\|^{2} & =\lim _{k \rightarrow \infty}\left(\left\|T v_{k}^{\prime}\right\|^{2}-2 \lambda\left\langle T v_{k}^{\prime}, v_{k}^{\prime}\right\rangle+\lambda^{2}\left\|v_{k}^{\prime}\right\|^{2}\right) \\
& \leq \lim _{k \rightarrow \infty}\left(\lambda^{2}-2 \lambda\left\langle T v_{k}^{\prime}, v_{k}^{\prime}\right\rangle+\lambda^{2}\right) \\
& =0
\end{aligned}
$$

which shows that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left(T v_{k}^{\prime}-\lambda v_{k}^{\prime}\right)=0 \tag{1.17}
\end{equation*}
$$

Since $T$ is compact, it follows from (1.14) that there exists a subsequence $\mathscr{Q}_{1}$ of $Q_{1}$ such that $\mathbf{D}_{k}^{\prime \prime} \mathscr{Q}_{1}$ is convergent. Due to (1.17) and to the fact that $\lambda \neq 0$, the sequence $\mathbb{Q}_{k}^{\prime}$ also converges to some $x \in \mathbf{H}$, which, in view of (1.14), satisfies $\|x\|=1$. This implies that $T x=\lambda x$, and that (1.13) is satisfied.

Corollary 1.1.12. Assume that $\mathbf{H}$ has infinite dimension. If $T$ is nonzero, self-adjoint and compact, then there exist sequences of eigenvalues $\left(\lambda_{k}\right)_{k=1}^{\infty}$ and corresponding eigenvectors $\left\{w_{k}\right\}_{k \in \mathbf{N}}$ such that

$$
\begin{equation*}
\left|\lambda_{m+1}\right|=|T|_{\mathbf{v}_{m}} \| \tag{1.18}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathbf{V}_{m}:=\left\{\begin{array}{cc}
\left\{x \in(\mathbf{N}(T))^{\perp} \mid\left\langle x, w_{k}\right\rangle=0 \text { for } k=1,2, \mathrm{~K}, m\right\} & \text { if } m \in \mathbf{N} \\
\mathbf{H} & \text { if } m=0
\end{array},\right.  \tag{1.19}\\
\mathbf{V}_{m} \text { is invariant with respect to } T, \\
\left|\lambda_{1}\right| \geq\left|\lambda_{2}\right| \geq\left|\lambda_{3}\right| \geq \Lambda \geq\left|\lambda_{m+1}\right| \geq \Lambda,
\end{gather*}
$$

and

$$
\begin{equation*}
\left\{w_{k}\right\}_{k \in \mathbf{N}} \text { is an orthonormal system in }(\mathbf{N}(T))^{\perp} . \tag{1.22}
\end{equation*}
$$

Proof. Two different cases will be considered.

## Case 1. The operator $\boldsymbol{T}$ is injective, i.e. 0 is not an eigenvalue of $\boldsymbol{T}$

We will prove (1.18)-(1.21) by induction. For $m=0$, Lemma 1.1.11 guarantees existence of an eigenvalue $\lambda_{1}$ and associated eigenvector $w_{1}$ of $T$ such that (1.18)-(1.21) are satisfied.

Suppose, for $m \in \mathbf{N}$ fixed, that sequences of eigenvalues $\left(\lambda_{k}\right)_{k=1}^{m+1}$ and corresponding eigenvectors $\left\{w_{k}\right\}_{k=1}^{m+1}$ have been found such that (1.18)-(1.21) hold true. Since H has infinite dimension, it follows that $\mathbf{V}_{m+1} \neq\{0\}$. By the injectivity of $T,\left.T\right|_{\mathbf{v}_{m+1}} \neq 0$. Hence Lemma 1.1.11 applies to $\left.T\right|_{\mathbf{v}_{m+1}}$, and there exists an eigenvalue $\lambda_{m+2}$ and eigenvector $w_{m+2}$ of $T$ with

$$
\begin{equation*}
w_{m+2} \in \mathbf{V}_{m+1},\left\|w_{m+2}\right\|=1 \tag{1.23}
\end{equation*}
$$

and

$$
\begin{aligned}
\left|\lambda_{m+2}\right| & =\left\|\left.T\right|_{\mathbf{v}_{m+1}}\right\| \\
& \leq\left\|\left.T\right|_{\mathbf{v}_{m}}\right\| \\
& =\left|\lambda_{m+1}\right| .
\end{aligned}
$$

Therefore, by induction, the sequences $\left(\lambda_{k}\right)_{k=1}^{\infty}$ and $\left\{w_{k}\right\}_{k \in \mathbf{N}}$ satisfying (1.18)-(1.21) can be constructed. Moreover, (1.22) follows from (1.23).
Case 2. The operator $\boldsymbol{T}$ is not injective, i.e. 0 is an eigenvalue of $\boldsymbol{T}$
According to Lemma 1.1.8, $\left.T\right|_{(\mathbf{N}(T))^{+}}$satisfies the assumption of Case 1. Hence the results of Case 1 can be applied to $\left.T\right|_{(\mathbb{N}(T))^{\perp}}$ to obtain (1.18)-(1.22).

Proposition 1.1.13. Assume that $\mathbf{H}$ is separable and has infinite dimension, and $T$ is nonzero, selfadjoint and compact. Then
(a) If the set of eigenvalues $\left(\lambda_{k}\right)_{k=1}^{\infty}$ of $T$ in Corollary 1.1.12 is countable, i.e. it has a one-to-one correspondence with $\mathbf{N}$, then $\lim _{k \rightarrow \infty} \lambda_{k}=0$.
(b) The associated eigenvectors $\left\{w_{k}\right\}_{k \in \mathbf{N}}$ of $T$ in Corollary 1.1.12 may be chosen and augmented so that the new system, still denoted by $\left\{w_{k}\right\}_{k \in \mathrm{~N}}$, form a Hilbert basis of $\mathbf{H}$.

Proof. (a) Suppose, by contradiction, that there exists a constant $C>0$ such that $\left|\lambda_{k}\right| \geq C$ for all $k \in \mathbf{N}$. Then the sequence $\left(\frac{1}{\lambda_{k}} w_{k}\right)_{k=1}^{\infty}$ is bounded. Furthermore, by the compactness of $T$, the sequence $\left(w_{k}\right)_{k=1}^{\infty}=\left(T\left(\frac{1}{\lambda_{k}} w_{k}\right)\right)_{k=1}^{\infty}$ contains a convergent subsequence. This is impossible since, by (1.22), for $m \neq n$,

$$
\begin{equation*}
\left\|w_{m}-w_{n}\right\|^{2}=\left\|w_{m}\right\|^{2}+\left\|w_{n}\right\|^{2}=2, \tag{1.24}
\end{equation*}
$$

and therefore $\left(w_{k}\right)_{k=1}^{\infty}$ cannot even contain a Cauchy subsequence. Thus $\lim _{k \rightarrow \infty} \lambda_{k}=0$.
(b) For any $x \in(\mathbf{N}(T))^{\perp}$, and $m \in \mathbf{N}$, let

$$
\begin{equation*}
v_{m}:=x-\sum_{k=1}^{m}\left\langle x, w_{k}\right\rangle w_{k} . \tag{1.25}
\end{equation*}
$$

Fix $x \in \mathbf{V}_{m}$ (cf. (1.19)). It follows from (1.18) and Remark 1.1.10 that

$$
\begin{equation*}
\|T x\| \leq\left\|\left.T\right|_{\mathbf{v}_{m}}\right\|\|x\|=\mid \lambda_{m+1}\|x\| \tag{1.26}
\end{equation*}
$$

Since $v_{m} \in \mathbf{V}_{m}$, we have, in view of (1.22) and (1.25), that

$$
\begin{equation*}
\left\|v_{m}\right\|^{2}=\|x\|^{2}-\sum_{k=1}^{m}\left|\left\langle x, w_{k}\right\rangle\right|^{2} . \tag{1.27}
\end{equation*}
$$

Therefore $\left\|v_{m}\right\| \leq\|x\|$. Using (a) and (1.26), we then obtain

$$
\begin{aligned}
\lim _{m \rightarrow \infty}\left\|T v_{m}\right\| & \leq \lim _{m \rightarrow \infty}\left(\mid \lambda_{m+1}\| \| v_{m} \|\right) \\
& \leq\|x\| \lim _{m \rightarrow \infty}\left|\lambda_{m+1}\right| \\
& =0 .
\end{aligned}
$$

Fix any $x \in(\mathbf{N}(T))^{\perp}$. Then

$$
\begin{aligned}
\lim _{m \rightarrow \infty}\left(T x-\sum_{k=1}^{m}\left\langle x, w_{k}\right\rangle \lambda_{k} w_{k}\right) & =\lim _{m \rightarrow \infty}\left(T x-\sum_{k=1}^{m}\left\langle x, w_{k}\right\rangle T w_{k}\right) \\
& =\lim _{m \rightarrow \infty} T v_{m} \\
& =0 .
\end{aligned}
$$

It follows that $T x=\sum_{k \in \mathbf{N}}\left\langle x, w_{k}\right\rangle \lambda_{k} w_{k}$ for all $x \in(\mathbf{N}(T))^{\perp}$.
The Bessel inequality

$$
\begin{equation*}
\sum_{k=1}^{m}\left|\left\langle x, w_{k}\right\rangle\right|^{2} \leq\|x\|^{2} \text { for } m \in \mathbf{N} \tag{1.28}
\end{equation*}
$$

follows directly from (1.27). Therefore the Fourier series $\sum_{k \in \mathrm{~N}}\left\langle x, w_{k}\right\rangle w_{k}$ is convergent for all $x \in(\mathbf{N}(T))^{\perp}$. Hence there exists some $y \in \mathbf{H}$ such that $y=\sum_{k \in \mathbf{N}}\left\langle x, w_{k}\right\rangle w_{k}$. Actually, $y \in(\mathbf{N}(T))^{\perp}$ because $\sum_{k=1}^{m}\left\langle x, w_{k}\right\rangle w_{k} \in(\mathbf{N}(T))^{\perp}$ and $(\mathbf{N}(T))^{\perp}$ is closed. Then $T x=T y$, and, by the injectivity of $\left.T\right|_{(\mathbf{N}(T))^{+}}$, it follows that $x=y$. Therefore

$$
\begin{equation*}
x=\sum_{k \in \mathbf{N}}\left\langle x, w_{k}\right\rangle w_{k} . \tag{1.29}
\end{equation*}
$$

In view of Theorem 1.1.3,

$$
\begin{equation*}
\left\{w_{k}\right\}_{k \in \mathbf{N}} \text { is a Hilbert basis of }(\mathbf{N}(T))^{\perp} . \tag{1.30}
\end{equation*}
$$

If, on the one hand, $\mathbf{N}(T)=\{0\}$, then $\mathbf{H}=(\mathbf{N}(T))^{\perp}$, and $\left\{w_{k}\right\}_{k \in \mathbf{N}}$ is a Hilbert basis of $\mathbf{H}$. Suppose now, on the other hand, that $\mathbf{N}(T) \neq\{0\}$. Theorem 1.1.5 guarantees the existence of a Hilbert basis $\left\{u_{k}\right\}_{k \in \mathbf{N}}$ of $\mathbf{N}(T)$, with $T u_{k}=0$ for all $k \in \mathbf{N}$. For each $x \in \mathbf{H}$, there exists a unique decomposition

$$
\begin{equation*}
x=y+z \text { with } y \in \mathbf{N} \subseteq \mathbf{D C}_{\text {and }} z \in \mathbf{Q} \text { Ddg } \text {. } \tag{1.31}
\end{equation*}
$$

Using (1.30), it follows that

$$
\begin{aligned}
x & =y+z \\
& =\sum_{k \in \mathbf{N}}\left\langle y, u_{k}\right\rangle u_{k}+\sum_{k \in \mathbf{N}}\left\langle z, w_{k}\right\rangle w_{k} \\
& =\sum_{k \in \mathbf{N}}\left\langle x, u_{k}\right\rangle u_{k}+\sum_{k \in \mathbf{N}}\left\langle x, w_{k}\right\rangle w_{k} .
\end{aligned}
$$

Consequently $\left\{u_{k}\right\}_{k \in \mathbf{N}} \cup\left\{w_{k}\right\}_{k \in \mathbf{N}}$ represents a Hilbert basis of $\mathbf{H}$.

A further property of the eigenvalues $\left(\lambda_{k}\right)_{k=1}^{\infty}$ of $T$ is that each nonzero eigenvalue has finite multiplicity. Indeed, in view of Proposition 1.1.13(b) and Proposition 1.1.6(c), any eigenvalue $\lambda \neq 0$ of $T$ must be equal to some $\lambda_{m}$. In view of Proposition 1.1.13(a), there exist integers $M$ and $N$ ( $M \leq N$ ) such that

$$
\begin{equation*}
\lambda_{M}=\lambda_{M+1}=\Lambda=\lambda_{m}=\Lambda=\lambda_{N-1}=\lambda_{N} \tag{1.32}
\end{equation*}
$$

and $\lambda_{j} \neq \lambda_{m}$ for $j<M$ and $j>N$. If $x \neq 0$ is any eigenvector associated with $\lambda$, then, due to Proposition 1.1.6(b),

$$
\begin{aligned}
x & =\frac{1}{\lambda} T x \\
& =\frac{1}{\lambda} \sum_{k=M}^{N} \lambda_{k}\left\langle x, w_{k}\right\rangle w_{k} \\
& =\sum_{k=M}^{N}\left\langle x, w_{k}\right\rangle w_{k} .
\end{aligned}
$$

Hence $\left\{w_{k}\right\}_{k=M}^{N}$ form a (Hamel) basis (cf. Kreyszig (1978: pp. 54-55)) for the space $\{x \in \mathbf{H} \mid T x=\lambda x\}$, and thus

$$
\begin{equation*}
\lambda \text { has multiplicity } N-M+1 \text {. } \tag{1.33}
\end{equation*}
$$

With the material collected so far, we are in a position to state the main result, or the HilbertSchmidt theory for self-adjoint compact operators in Hilbert spaces.

Theorem 1.1.14. Hilbert-Schmidt theory. Assume that $\mathbf{H}$ is separable. Suppose that $T$ is selfadjoint and compact. Then
(a) All the eigenvalues of $T$ are real.
(b) The eigenvalues of $T$ form a sequence $\left(\lambda_{k}\right)_{k=1}^{\infty}$ such that $\left(\lambda_{k} \mid\right)_{k=1}^{\infty}$ is decreasing. If the set of eigenvalues is countable, then $\lim _{k \rightarrow \infty} \lambda_{k}=0$.
(c) The multiplicity of each nonzero eigenvalue is finite.
(d) With each eigenvalue $\lambda_{k}$ can be associated an eigenvector $w_{k}$ such that the collection $\left\{w_{k}\right\}_{k \in \mathrm{~N}}$ is a Hilbert basis of $\mathbf{H}$.
(e) Each eigenvalue $\lambda_{k}$ can be expressed in terms of the Rayleigh quotient, i.e.

$$
\begin{equation*}
\left|\lambda_{1}\right|=\sup _{x \in \mathbf{H}\} 0 \mathrm{O}} \frac{|\langle T x, x\rangle|}{\{\langle x, x\rangle} \text { and }\left|\lambda_{k}\right|=\sup _{\substack{x \in \mathbf{H}\{0\} \\ x \perp \operatorname{span}\left(w_{1}, w_{2}, \mathrm{~K}, w_{k-1}\right\}}} \frac{|\langle T x, x\rangle|}{\langle x, x\rangle} . \tag{1.34}
\end{equation*}
$$

(f) Any two eigenvectors of $T$ corresponding to different eigenvalues are orthogonal.
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Proof. We give the proof for a Hilbert space $\mathbf{H}$ with infinite dimension. The proof of the finite dimensional case entails an obvious simplification (see e.g. Lubuma (1994)).
(a) This is a direct consequence of Proposition 1.1.6(a).
(b) This is a direct consequence of (1.21) and Proposition 1.1.13(a).
(c) See (1.33).
(d) This is a direct consequence of Proposition 1.1.13(b).
(e) After careful comparison of (1.7) and (1.19), (1.34) follows.
(f) This is a direct consequence of Proposition 1.1.6(b).

### 1.2. Sturm-Liouville problem

The Sturm-Liouville problem provides a direct application of Hilbert-Schmidt theory. It is also central to the application of spectral methods. In this section, we investigate some qualitative and quantitative properties of this problem. We will also determine the properties of the solutions to the associated eigenvalue problem.

Given the real-valued functions

$$
\begin{equation*}
p \in \mathbf{C}^{1}[0,2 \pi], q \in \mathbf{C}^{0}[0,2 \pi] \text { and } f \in \mathbf{L}^{2}(0,2 \pi), \tag{1.35}
\end{equation*}
$$

we consider the ordinary differential equation

$$
\begin{equation*}
-\frac{d}{d x}\left(p \frac{d u}{d x}\right)+q u=f \text { on }(0,2 \pi) \tag{1.36}
\end{equation*}
$$

with general boundary conditions

$$
\left.\begin{array}{l}
\alpha_{1} u(0)+\beta_{1} \frac{d u}{d x}(0)+\chi_{1} u(2 \pi)+\delta_{1} \frac{d u}{d x}(2 \pi)=0 \\
\alpha_{2} u(2 \pi)+\beta_{2} \frac{d u}{d x}(2 \pi)+\chi_{2} u(0)+\delta_{2} \frac{d u}{d x}(0)=0 \tag{1.37}
\end{array}\right\}
$$

The analysis of the boundary value problem (1.36)-(1.37) is done by e.g. Dieudonné (1980: Section XIV.8). In this study, we will focus on two particular cases of the boundary conditions (1.37), as described below.

Firstly, we consider the boundary conditions

$$
\begin{align*}
\alpha_{1} u(0)+\beta_{1} \frac{d u}{d x}(0) & =0  \tag{1.38}\\
\alpha_{2} u(2 \pi)+\beta_{2} \frac{d u}{d x}(2 \pi) & =0, \tag{1.39}
\end{align*}
$$

(i.e. $\chi_{1}=\delta_{1}=\chi_{2}=\delta_{2}=0$ in (1.37)), which, together with (1.36), form a Sturm-Liouville problem.

Definition 1.2.1. Regular Sturm-Liouville problem. (cf. Canuto et al (1988: p. 282)) The SturmLiouville problem (1.36), (1.38)-(1.39) is called regular if

$$
\begin{equation*}
p(x)>0 \text { and } q(x) \geq 0 \text { for all } x \in[0,2 \pi] \tag{1.40}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\alpha_{1}\right|+\left|\beta_{1}\right|>0 \text { and }\left|\alpha_{2}\right|+\left|\beta_{2}\right|>0 . \tag{1.41}
\end{equation*}
$$

Remark 1.2.2. Dautray \& Lions (2000a: Section 2.7) give a detailed discussion of the regular Sturm-Liouville problem (1.36), (1.38)-(1.39) with $p=1$.

Remark 1.2.3. The problem (1.36), (1.38)-(1.39) together with (1.40), where $p(0)=0$ or $p(2 \pi)=0$, is a singular Sturm-Liouville problem. For such a problem, the boundary conditions (1.38)-(1.39) must be suitably changed due to the singularity of the solution at 0 or $2 \pi$. Typically, if $p(0)=0$, we have the boundary conditions (1.39) together with

$$
\begin{equation*}
\lim _{x \rightarrow 0^{+}} p(x) \frac{d u}{d x}(x)=0 \tag{1.42}
\end{equation*}
$$

or, if $p(2 \pi)=0$, we have (1.38) with

$$
\begin{equation*}
\lim _{x \rightarrow 2 \pi^{-}} p(x) \frac{d u}{d x}(x)=0 \tag{1.43}
\end{equation*}
$$

The second type of boundary value problem that we consider is the following: We couple the differential equation (1.36) with periodic boundary condition

$$
\begin{equation*}
u(0)=u(2 \pi) \tag{1.44}
\end{equation*}
$$

(i.e. $\alpha_{1}=\chi_{2}=1, \alpha_{2}=\chi_{1}=-1$ and $\beta_{1}=\delta_{1}=\beta_{2}=\delta_{2}=0$ in (1.37)).

To solve these problems, we use the Lax-Milgram Lemma. Firstly, we consider two definitions, and then present the Lax-Milgram Lemma in a form suitable to our needs.

Definition 1.2.4. Antilinear form. Let $\mathbf{V}$ be a complex vector space. A form $l: \mathbf{V} \rightarrow \mathbf{C}$ is called antilinear if

$$
\begin{equation*}
l(\alpha v)=\bar{\alpha} l(v) \text { for each scalar } \alpha \text { and } v \in \mathbf{V} . \tag{1.45}
\end{equation*}
$$

Definition 1.2.5. Hermitian form, sesquilinear form. (cf. Kreyszig (1978: pp. 191 \& 195)) Let $\mathbf{V}$ be a complex vector space. A form $a: \mathbf{V} \times \mathbf{V} \rightarrow \mathbf{C}$ is called sesquilinear if it is linear in its first argument and antilinear in its second argument, i.e. for scalars $\alpha$ and $\beta$ and all $v \in \mathbf{V}, w \in \mathbf{V}$ and $x \in$ $\mathbf{V}$, we have

$$
\begin{equation*}
a(\alpha v+\beta w, x)=\alpha a(w, x)+\beta a(w, x) \text { and } a(v, \alpha w+\beta x)=\bar{\alpha} a(v, w)+\bar{\beta} a(v, x) \tag{1.46}
\end{equation*}
$$

The sesquilinear form $a$ is called hermitian if it satisfies the additional condition

$$
\begin{equation*}
a(v, w)=\overline{a(w, v)} \text { for } v \in \mathbf{V}, w \in \mathbf{V} \tag{1.47}
\end{equation*}
$$

Theorem 1.2.6. Lax-Milgram Lemma. Let $\mathbf{V}$ be a complex Banach space with norm $\|\cdot\|$, and let $l$ be a bounded antilinear form on $\mathbf{V}$. Suppose that $a: \mathbf{V} \times \mathbf{V} \rightarrow \mathbf{C}$ is a hermitian form. We assume that $a$ is

- Continuous, i.e. there exists a constant $K \geq 0$ such that

$$
\begin{equation*}
|a(v, w)| \leq K\|v\| w \| \text { for all } v \in \mathbf{V} \text { and } w \in \mathbf{V} \tag{1.48}
\end{equation*}
$$

- $\mathbf{V}$-elliptic or $\mathbf{V}$-coercive in the sense that there exists an $\alpha>0$ such that

$$
\begin{equation*}
a(v, v) \geq \alpha\|v\|^{2} \text { for all } v \in \mathbf{V} \tag{1.49}
\end{equation*}
$$

Then the variational problem to find $u$ such that

$$
\left.\begin{array}{rl}
u & \in \mathbf{V}  \tag{1.50}\\
a(u, v) & =l(v) \text { for all } v \in \mathbf{V}
\end{array}\right\}
$$

is well-posed, i.e. there exists a unique solution $u \in \mathbf{V}$ that depends continuously upon the data $l$, i.e.

$$
\begin{equation*}
\|u\| \leq C\|l\| . \tag{1.51}
\end{equation*}
$$

for some constant $C>0$.
Proof. With (1.49), the hermitian form $a$ clearly defines an inner product on $\mathbf{V}$. Moreover, the norm $\|v\|_{a}:=\sqrt{a(v, v)}$ induced by $a$ is equivalent to $\|\cdot\|$ since, by (1.48) and (1.49), we have

$$
\begin{equation*}
\sqrt{\alpha}\|\nu\| \leq\|\nu\|_{a} \leq \sqrt{K}\|\nu\| . \tag{1.52}
\end{equation*}
$$

The space $\mathbf{V}$, being complete with respect to $\|\cdot\|$, is also complete with respect to $\|\cdot\|_{a}$. Hence $\mathbf{V}$ is a Hilbert space with respect to $a$.

On the other hand, $\bar{l}: \mathbf{V} \rightarrow \mathbf{C}$ defined by $\bar{l}(v):=\overline{l(v)}$ is a bounded linear form on $\mathbf{V}$. By Riesz' Representation Theorem, there exists a unique $u \in \mathbf{V}$ such that

$$
\begin{equation*}
a(v, u)=\overline{l(v)} \text { for all } v \in \mathbf{V} \tag{1.53}
\end{equation*}
$$

and

$$
\begin{equation*}
\|u\|=\|\bar{l}\|=\|l\| . \tag{1.54}
\end{equation*}
$$

But

$$
\begin{equation*}
l(v)=\overline{a(v, u)}=a(u, v) . \tag{1.55}
\end{equation*}
$$

Therefore (1.50) and (1.51) are satisfied.

For the regular Sturm-Liouville problem (1.36), (1.38)-(1.41), we consider the following space of test and trial functions:

$$
\mathbf{V}:=\left\{\begin{array}{cc}
\mathbf{H}_{0}^{1}(0,2 \pi):=\left\{v \in \mathbf{H}^{1}(0,2 \pi) \mid v(0)=0, v(2 \pi)=0\right\} & \text { if } \beta_{1}=0, \beta_{2}=0  \tag{1.56}\\
\left\{v \in \mathbf{H}^{1}(0,2 \pi) \mid v(0)=0\right\} & \text { if } \beta_{1} \neq 0, \beta_{2}=0 \\
\left\{v \in \mathbf{H}^{1}(0,2 \pi) \mid v(2 \pi)=0\right\} & \text { if } \beta_{1}=0, \beta_{2} \neq 0 \\
\mathbf{H}^{1}(0,2 \pi) & \text { if } \beta_{1} \neq 0, \beta_{2} \neq 0
\end{array} .\right.
$$

In (1.56), for $m \in \mathbf{N}$,

$$
\begin{equation*}
\mathbf{H}^{m}(0,2 \pi):=\left\{v \in \mathbf{L}^{2}(0,2 \pi) \left\lvert\, \frac{d^{k} v}{d x^{k}} \in \mathbf{L}^{2}(0,2 \pi)\right. \text { for } k=0,1, \mathrm{~K}, m\right\} \tag{1.57}
\end{equation*}
$$

is the Sobolev space of order $m$ equipped with the norm and inner product

$$
\begin{equation*}
\|v\|_{m}=\sqrt{\sum_{k=0}^{m}\left\|\frac{d^{k} v}{d x^{k}}\right\|_{0}^{2}} \text { and }\langle v, w\rangle_{m}=\sum_{k=0}^{m}\left\langle\frac{d^{k} v}{d x^{k}}, \frac{d^{k} w}{d x^{k}}\right\rangle_{0}, \tag{1.58}
\end{equation*}
$$

with

$$
\begin{equation*}
\|v\|_{0}:=\sqrt{\int_{0}^{2 \pi}|v(x)|^{2} d x} \text { and }\langle v, w\rangle_{0}:=\int_{0}^{2 \pi} v(x) \overline{w(x)} d x \tag{1.59}
\end{equation*}
$$

the norm and inner product of $\mathbf{L}^{2}(0,2 \pi)$.
For the periodic problem (1.36) \& (1.44), we assume in addition to (1.35) that $p$ is periodic, i.e.

$$
\begin{equation*}
p \in \mathbf{C}_{\text {per }}^{0}[0,2 \pi]:=\left\{\nu \in \mathbf{C}^{0}[0,2 \pi] \nu(0)=v(2 \pi)\right\} . \tag{1.60}
\end{equation*}
$$

In this case, the space of test and trial functions is

$$
\begin{equation*}
\mathbf{H}_{\mathrm{per}}^{1}(0,2 \pi):=\left\{\nu \in \mathbf{H}^{1}(0,2 \pi) \mid v(0)=v(2 \pi)\right\} . \tag{1.61}
\end{equation*}
$$

Let us assume that a classical solution $u \in \mathbf{C}^{2}[0,2 \pi]$ of the regular Sturm-Liouville problem (1.36), (1.38)-(1.41) exists. Let $v \in \mathbf{V}$ be an arbitrary test function. Multiplication by $\bar{v}$ of (1.36) and integration by parts yield, using (1.38)-(1.39),

$$
\begin{equation*}
a(u, v)=\langle f, v\rangle_{0}, \tag{1.62}
\end{equation*}
$$

with the sesquilinear form $a$ defined by

$$
\begin{equation*}
a(v, w):=\left\langle p \frac{d v}{d x}, \frac{d w}{d x}\right\rangle_{0}+\langle q v, w\rangle_{0}-\gamma_{1} p(0) v(0) \overline{w(0)}+\gamma_{2} p(2 \pi) v(2 \pi) \overline{w(2 \pi)}, \tag{1.63}
\end{equation*}
$$

where

$$
\gamma_{k}:=\left\{\begin{array}{ll}
\frac{\alpha_{k}}{\beta_{k}} & \text { if } \beta_{k} \neq 0  \tag{1.64}\\
0 & \text { if } \beta_{k}=0
\end{array} \text { for } k=1,2 .\right.
$$

The sesquilinear form $a$ is clearly hermitian.

Definition 1.2.7. Sturm-Liouville variational problem. The problem of finding a function $u$ such that

$$
\left.\begin{array}{rl}
u & \in \mathbf{V}  \tag{1.65}\\
a(u, v) & =\langle f, v\rangle_{0} \text { for all } v \in \mathbf{V},
\end{array}\right\}
$$

is called the variational formulation of the Sturm-Liouville problem (1.36), (1.38)-(1.41).

We will use the following result (cf. Dautray \& Lions (2000a: pp. 42-44)) in the proof of Theorem 1.2.9 below:

Lemma 1.2.8. For every $\varepsilon>0$, there exists a constant $C \equiv C_{\varepsilon}>0$ such that

$$
\begin{equation*}
\|v\|_{\infty}^{2} \leq \varepsilon\left\|\frac{d v}{d x}\right\|_{0}^{2}+C\|v\|_{0}^{2} \text { for all } v \in \mathbf{H}^{1}(0,2 \pi) \tag{1.66}
\end{equation*}
$$

where denotes the supremum norm.

Theorem 1.2.9. There exists an $M \geq 0$ such that if

$$
\begin{equation*}
p(x) \geq M \text { and } q(x) \geq M \text { for all } x \in[0,2 \pi], \tag{1.67}
\end{equation*}
$$

then the Sturm-Liouville variational problem (1.65) is well-posed.
Proof. By the Cauchy-Schwarz inequality, the antilinear form $l(v):=\langle f, v\rangle_{0}$ and the sesquilinear form $a$ are both clearly continuous on $\mathbf{H}^{1}(0,2 \pi)$. Moreover, we infer from (1.40) that there exists an $M_{1}>0$ such that

$$
\begin{equation*}
\inf _{x \in[0,2 \pi]} p(x) \geq M_{1} . \tag{1.68}
\end{equation*}
$$

Regarding the $\mathbf{V}$-ellipticity of $a$, we shall now distinguish between two cases.
Case 1: $\beta_{1}=0$ and $\beta_{2}=0$ in (1.56), and thus $\gamma_{1}=0$ and $\gamma_{2}=0$ in (1.63)
In this case, $\mathbf{V}=\mathbf{H}_{0}^{1}(0,2 \pi)$. We may take $M=0$ in (1.67). For $v \in \mathbf{H}_{0}^{1}(0,2 \pi)$, we have

$$
\begin{aligned}
a(v, v) & =\left\langle p \frac{d v}{d x}, \frac{d v}{d x}\right\rangle_{0}+\langle q v, v\rangle_{0} \\
& \geq\left\langle p \frac{d v}{d x}, \frac{d v}{d x}\right\rangle_{0} \\
& \geq M_{1}\left\|\frac{d v}{d x}\right\|_{0}^{2} \\
& \geq K\|v\|_{1}^{2}
\end{aligned}
$$

because of the Poincaré-Friedrichs inequality. This proves the $\mathbf{V}$-ellipticity of $a$ in this case.

Case 2: $\beta_{1} \neq 0$ or $\beta_{2} \neq 0$ in (1.56), and thus $\gamma_{1} \neq 0$ or $\gamma_{2} \neq 0$ in (1.63)
Let $v \in \mathbf{V}$. From (1.63), we have

$$
\begin{aligned}
a(v, v) & \geq\left\langle p \frac{d v}{d x}, \frac{d v}{d x}\right\rangle_{0}+\langle q v, v\rangle_{0}-\left.\left|\gamma_{2} p(2 \pi)\right| v(2 \pi)\right|^{2}-\gamma_{1} p(0)\left|v(0)^{2}\right| \\
& \left.\geq \inf _{x \in[0,2 \pi]} \min \{p(x), q(x)\}\left(\left\|\left.\frac{d v}{d x}\right|_{0} ^{2}+\right\| v \|_{0}^{2}\right)-\left.\left|\gamma_{2} p(2 \pi)\right| v(2 \pi)\right|^{2}-\gamma_{1} p(0)|v(0)|^{2} \right\rvert\, \\
& \left.\geq \inf _{x \in[0,2 \pi]} \min \{p(x), q(x)\}\left(\left\|\left.\frac{d v}{d x}\right|_{0} ^{2}+\right\| v \|_{0}^{2}\right)-\left(\left|\gamma_{1}\right|+\left|\gamma_{2}\right|\right) \right\rvert\, p\left\|_{\infty}\right\| v \|_{\infty}^{2} .
\end{aligned}
$$

Using Lemma 1.2.8 with $\varepsilon:=\frac{\beta}{\left(\left|\gamma_{1}\right|+\left|\gamma_{2}\right|\right)\|p\|_{\infty}}$ for some $\beta \in(0,1)$, we obtain

$$
\begin{aligned}
a(v, v) \geq & \inf _{x \in[0,2 \pi]} \min \{p(x), q(x)\}\left(\left\|\frac{d v}{d x}\right\|_{0}^{2}+\|v\|_{0}^{2}\right)-\left(\left|\gamma_{1}\right|+\left|\gamma_{2}\right|\right)\|p\|_{\infty}\left(\varepsilon\left\|\frac{d v}{d x}\right\|_{0}^{2}+C\|v\|_{0}^{2}\right) \\
= & \left(\inf _{x \in[0,2 \pi]} \min \{p(x), q(x)\}-C\left(\left|\gamma_{1}\right|+\left|\gamma_{2}\right|\right)\|p\|_{\infty}\right)\|v\|_{0}^{2} \\
& +\left(\inf _{x \in[0,2 \pi]} \min \{p(x), q(x)\}-\varepsilon\left(\left|\gamma_{1}\right|+\left|\gamma_{2}\right|\right)\|p\|_{\infty}\right)\left\|\frac{d v}{d x}\right\|_{0}^{2} \\
= & \left(\inf _{x \in[0,2 \pi]} \min \{p(x), q(x)\}-\beta \frac{C}{\varepsilon}\right)\|v\|_{0}^{2}+\left(\inf _{x \in[0,2 \pi]} \min \{p(x), q(x)\}-\beta\right)\left\|\frac{d v}{d x}\right\|_{0}^{2} \\
> & \left(\inf _{x \in[0,2 \pi]} \min \{p(x), q(x)\}-\frac{C}{\varepsilon}\right)\|v\|_{0}^{2}+\left(\inf _{x \in[0,2 \pi]} \min \{p(x), q(x)\}-1\right)\left\|\frac{d v}{d x}\right\|_{0}^{2} \quad(\beta<1) .
\end{aligned}
$$

On taking $M>\max \left\{\frac{C}{\varepsilon}, 1\right\}$ in (1.67), it follows that $a$ is $\mathbf{H}^{1}(0,2 \pi)$-elliptic.
By Theorem 1.2.6, there exists a unique $u \in \mathbf{H}^{1}(0,2 \pi)$ that satisfies (1.65) and depends continuously upon $f$.

We now present a regularity result.

Theorem 1.2.10. The solution $u$ of the Sturm-Liouville variational problem (1.65) has the regularity $u \in \mathbf{H}^{2}(0,2 \pi)$.

Proof. Suppose that $u$ is the solution of (1.65). Fix any $v \in \mathbf{D}(0,2 \pi)$, where $\mathbf{D}(0,2 \pi)$, the space of test functions, consists of infinitely differentiable functions with compact support in $(0,2 \pi)$. In view of (1.63) and of the definition of the distributional derivative, it follows that

$$
\begin{equation*}
-\frac{d}{d x}\left(p \frac{d u}{d x}\right)+q u=f \text { in } \mathbf{D}^{\prime}(0,2 \pi) \tag{1.69}
\end{equation*}
$$

where $\mathbf{D}^{\prime}(0,2 \pi)$, the space of distributions on $(0,2 \pi)$, consists of linear continuous functionals on $\mathbf{D}(0,2 \pi)$ equipped with the canonical topology of L. Schwartz.

As $f \in \mathbf{L}^{2}(0,2 \pi)$, it follows from (1.69) that $-\frac{d}{d x}\left(p \frac{d u}{d x}\right)+q u \in \mathbf{L}^{2}(0,2 \pi)$. With $q u \in \mathbf{L}^{2}(0,2 \pi)$, we have $\frac{d}{d x}\left(p \frac{d u}{d x}\right) \in \mathbf{L}^{2}(0,2 \pi)$. Since $\frac{d}{d x}\left(p \frac{d u}{d x}\right)=\frac{d p}{d x} \frac{d u}{d x}+p \frac{d^{2} u}{d^{2} x}$, where $\frac{d p}{d x} \frac{d u}{d x} \in \mathbf{L}^{2}(0,2 \pi)$ and $p$ is bounded from below, we have $u \in \mathbf{H}^{2}(0,2 \pi)$.

Using the same method as with the Sturm-Liouville problem (1.36), (1.38)-(1.39), we will now solve the periodic boundary value problem (1.36) \& (1.44).

If we define the continuous hermitian form

$$
\begin{equation*}
a(v, w):=\left\langle p \frac{d v}{d x}, \frac{d w}{d x}\right\rangle_{0}+\langle q v, w\rangle_{0}, \tag{1.70}
\end{equation*}
$$

then the variational formulation of the boundary value problem (1.36) \& (1.44) is to find a function $u$ such that

$$
\left.\begin{array}{rl}
u & \in \mathbf{H}_{\mathrm{per}}^{1}(0,2 \pi)  \tag{1.71}\\
a(u, v) & =\langle f, v\rangle_{0} \text { for all } v \in \mathbf{H}_{\mathrm{per}}^{1}(0,2 \pi) .
\end{array}\right\}
$$

We still need an assumption of the form (1.67). In this case, it will be sufficient for $M$ to be any positive value. Indeed, for any $M>0$,

$$
\begin{aligned}
a(v, v) & \geq M\left(\left\|\frac{d v}{d x}\right\|_{0}^{2}+\|v\|_{0}^{2}\right) \\
& =M\|v\|_{1}^{2},
\end{aligned}
$$

which shows that $a$ is $\mathbf{H}^{1}(0,2 \pi)$-elliptic. By Theorem 1.2.6, we have proved the following result:

Theorem 1.2.11. Under the condition (1.67), with $M$ an arbitrary positive number, the variational problem (1.71) is well-posed.

Remark 1.2.12. The proofs of Theorem 1.2 .9 and Theorem 1.2 .11 motivate that we assume throughout this work that the condition (1.67) holds.
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In a similar fashion to Theorem 1.2.10, we obtain the following:

Theorem 1.2.13. The solution $u$ of the variational problem (1.71) has the regularity $u \in \mathbf{H}^{2}(0,2 \pi)$.

Remark 1.2.14. The regularity $u \in \mathbf{H}^{2}(0,2 \pi)$ in Theorem 1.2 .10 and Theorem 1.2.13 permits us to give an interpretation of the variational problems (1.65) and (1.71).

If we replace the function $f$ in (1.65) by the expression given in (1.69), we obtain, for all $v \in \mathbf{V}$,

$$
\begin{equation*}
a(u, v)=\left\langle-\frac{d}{d x}\left(p \frac{d u}{d x}\right)+q u, v\right\rangle_{0} \tag{1.72}
\end{equation*}
$$

or (cf. (1.63))

$$
\left.\begin{array}{rl}
\left\langle p \frac{d u}{d x}, \frac{d v}{d x}\right\rangle_{0}+\langle q u, v\rangle_{0}-\gamma_{1} p(0) u(0) \overline{v(0)} \\
& +\gamma_{2} p(2 \pi) u(2 \pi) \overline{v(2 \pi)}=\left\langle-\frac{d}{d x}\left(p \frac{d u}{d x}\right)+q u, v\right\rangle_{0} \tag{1.73}
\end{array}\right\}
$$

But integration by parts yields

$$
\left.\begin{array}{rl}
\left\langle-\frac{d}{d x}\left(p \frac{d u}{d x}\right)+q u, v\right\rangle_{0}= & \left\langle p \frac{d u}{d x}, \frac{d v}{d x}\right\rangle_{0}+\langle q u, v\rangle_{0}-p(0) \frac{d u}{d x}(0) \overline{v(0)}  \tag{1.74}\\
& +p(2 \pi) \frac{d u}{d x}(2 \pi) \overline{v(2 \pi)} .
\end{array}\right\}
$$

Comparison of (1.73) and (1.74) shows, in view of (1.64), that

$$
\begin{equation*}
p(0) \frac{d u}{d x}(0)=\gamma_{1} p(0) u(0) \text { and } p(2 \pi) \frac{d u}{d x}(2 \pi)=\gamma_{2} p(2 \pi) u(2 \pi), \tag{1.75}
\end{equation*}
$$

i.e. the boundary conditions (1.38)-(1.39) are satisfied. Thus $u \in \mathbf{V}$ solves (1.36), (1.38)-(1.39) in the sense of distributions.

A similar interpretation may be obtained for the variational problem (1.71) in connection with the periodic problem (1.36) \& (1.44).

Theorem 1.2.15. The eigenvalue problem

$$
\left.\begin{array}{rl}
-\frac{d}{d x}\left(p \frac{d u}{d x}\right)+q u & =\lambda u \text { on }(0,2 \pi)  \tag{1.76}\\
u(0) & =u(2 \pi)
\end{array}\right\}
$$

has eigenvalues $\left(\lambda_{k}\right)_{k=1}^{\infty}$ and eigenfunctions $\left\{w_{k}\right\}_{k \in \mathbf{N}}$ that satisfy the following:
(a) The eigenvalues $\left(\lambda_{k}\right)_{k=1}^{\infty}$ form a positive increasing unbounded sequence of real numbers, i.e.

$$
\begin{equation*}
0<\lambda_{1} \leq \lambda_{2} \leq \lambda_{3} \leq \Lambda . \tag{1.77}
\end{equation*}
$$

(b) The eigenfunctions $\left\{w_{k}\right\}_{k \in \mathbf{N}}$, where $w_{k} \in \mathbf{H}_{\text {per }}^{1}(0,2 \pi)$, form a Hilbert basis of $\mathbf{L}^{2}(0,2 \pi)$.
(c) There holds the identity

$$
\begin{equation*}
a\left(w_{k}, v\right)=\lambda_{k}\left\langle w_{k}, v\right\rangle_{0} \text { for } k \in \mathbf{N} \text { and } v \in \mathbf{H}_{\text {per }}^{1}(0,2 \pi) . \tag{1.78}
\end{equation*}
$$

Consequently, the eigenfunctions $\left\{\frac{1}{\sqrt{\lambda_{k}}} w_{k}\right\}_{k \in \mathbf{N}}$ form a Hilbert basis of $\mathbf{H}_{\text {per }}^{1}(0,2 \pi)$ with respect to the inner product $a$.
Proof. Define the operator $K: \mathbf{L}^{2}(0,2 \pi) \rightarrow \mathbf{H}_{\text {per }}^{1}(0,2 \pi) \subset \mathbf{H}^{1}(0,2 \pi)$ that associates with each $f$ the corresponding solution $u$ to the problem (1.36) \& (1.44). $K$ is linear and, by (1.51), bounded. By the Rellich Theorem, the embedding $J: \mathbf{H}^{1}(0,2 \pi) \rightarrow \mathbf{L}^{2}(0,2 \pi)$ is compact. If $T:=J \mathrm{o} K$, then $T$ is compact as well.
(a) For any $v \in \mathbf{L}^{2}(0,2 \pi)$ and $w \in \mathbf{L}^{2}(0,2 \pi)$,

$$
\begin{aligned}
\langle v, T w\rangle_{0} & =a(T v, T w) & \quad \text { (Definition of } T) \\
& =\overline{a(T w, T v)} & (a \text { is hermitian }) \\
& =\overline{\langle w, T v\rangle_{0}} & \quad \text { (Definition of } T) \\
& =\langle T v, w\rangle_{0} . &
\end{aligned}
$$

Therefore $T$ is self-adjoint. By Theorem 1.1.14(b), the eigenvalues $\left(\mu_{k}\right)_{k=1}^{\infty}$ of $T$ form a decreasing sequence of real numbers with limit 0 .

For each eigenvalue $\mu$ and associated eigenvector $v \in \mathbf{L}^{2}(0,2 \pi)$ of $T$, we have

$$
\begin{aligned}
\mu\|v\|_{0}^{2} & =\langle v, T v\rangle_{0} \\
& =a(T v, T v) \quad(\text { Definition of } T) \\
\mu & =\frac{a(T v, T v)}{\|v\|_{0}^{2}} \\
& \geq \frac{\alpha\|T v\|_{1}^{2}}{\|v\|_{0}^{2}} \quad\left(\mathbf{H}^{1}(0,2 \pi) \text { - coercivity of } a\right) \\
& >0 \quad(\text { Injectivity of } T) .
\end{aligned}
$$

Hence $\left(\mu_{k}\right)_{k=1}^{\infty}$ is a positive sequence.
If $\lambda_{k}:=\frac{1}{\mu_{k}}$ and $w_{k}$ is the eigenvector with $\left\|w_{k}\right\|_{0}=1$ associated with each $\mu_{k}$, then $\left(\lambda_{k}\right)_{k=1}^{\infty}$ is an increasing unbounded sequence, and (1.76) becomes, for any $k \in \mathbf{N}$,

$$
\begin{equation*}
w_{k}=\lambda_{k} T w_{k} \text { where } w_{k} \in \mathbf{H}_{\text {per }}^{1}(0,2 \pi) . \tag{1.79}
\end{equation*}
$$
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(b)-(c) By Theorem 1.1.14(d), $\left\{w_{k}\right\}_{k \in \mathbf{N}}$ is a Hilbert basis of $\mathbf{L}^{2}(0,2 \pi)$. Moreover, for all $v \in \mathbf{H}_{\text {per }}^{1}(0,2 \pi)$, using (1.79), we have

$$
\begin{aligned}
a\left(w_{k}, v\right) & =a\left(\lambda_{k} T w_{k}, v\right) \\
& =\lambda_{k} a\left(T w_{k}, v\right) \\
& =\lambda_{k}\left\langle w_{k}, v\right\rangle_{0},
\end{aligned}
$$

which proves (1.78). If $v_{k}:=\frac{1}{\sqrt{\lambda_{k}}} w_{k}$, then

$$
\begin{aligned}
a\left(v_{m}, v_{n}\right) & =\frac{1}{\sqrt{\lambda_{m} \lambda_{n}}} a\left(w_{m}, w_{n}\right) \\
& =\sqrt{\frac{\lambda_{m}}{\lambda_{n}}}\left\langle w_{m}, w_{n}\right\rangle .
\end{aligned}
$$

Therefore $\left\{v_{k}\right\}_{k \in \mathrm{~N}}$ is a Hilbert basis of $\mathbf{H}_{\text {per }}^{1}(0,2 \pi)$ with respect to the inner product $a$.

## Chapter 2. General linear diffusion problem

In this chapter, we consider existence and uniqueness of solutions to the general linear diffusion initial-boundary value problem

$$
\begin{align*}
\frac{\partial u}{\partial t}-c \frac{\partial^{2} u}{\partial x^{2}}+b u & =f \text { on }(0,2 \pi) \times(0, T)  \tag{2.1}\\
u(x, 0) & =u_{0}(x) \text { for } x \in(0,2 \pi)  \tag{2.2}\\
u(0, t) & =u(2 \pi, t) \text { for } t \in(0, T) . \tag{2.3}
\end{align*}
$$

Here the constants $b>0$ and $c>0$, the finite limit time $T>0$ and the functions $u_{0}:(0,2 \pi) \rightarrow \mathbf{R}$ and $f:(0,2 \pi) \times(0, T) \rightarrow \mathbf{R}$ are given, whereas the function $u:(0,2 \pi) \times(0, T) \rightarrow \mathbf{R}$ is unknown.

There are several methods of solving evolution problems (see e.g. Dautray \& Lions (2000b: pp. 509-523)). In view of the numerical approach followed in this work, we shall use a specific Galerkin method that is related to the Fourier series or diagonalization method in Hilbert spaces, as developed by Raviart \& Thomas (1983: pp. 155-161).

The following notation and function spaces will be used frequently. We systematically separate the variables $x$ and $t$ for a given function $w:[0,2 \pi] \times[0, T] \rightarrow \mathbf{R}$ by associating with $w$, for $t \in[0, T]$, the function $w(t):[0,2 \pi] \rightarrow \mathbf{R}$ such that $w(t)(x)=w(x, t)$.

Given a Hilbert space $\mathbf{V}$ and an integer $m \geq 0$, we consider on the one hand the space

$$
\begin{equation*}
\mathbf{C}^{m}([0, T], \mathbf{V}):=\left\{v:[0, T] \rightarrow \mathbf{V} \left\lvert\, t \alpha \frac{d^{k} v}{d t^{k}}\right. \text { is continuous for } k=0,1, \mathrm{~K} m\right\} \tag{2.4}
\end{equation*}
$$

which is a Banach space under the norm

$$
\begin{equation*}
\|v\|_{\mathbf{C}^{m}([0, T], \mathbf{V})}:=\max _{0 \leq k \leq m}\left(\sup _{t \in[0, T]}\left\|\frac{d^{k} u(t)}{d t^{k}}\right\|_{\mathbf{V}}\right) . \tag{2.5}
\end{equation*}
$$

On the other hand, we consider the Hilbert space

$$
\begin{equation*}
\mathbf{L}^{2}((0, T), \mathbf{V}):=\left\{\operatorname{class} \text { of } v:\left.(0, T) \rightarrow \mathbf{V}\right|_{0} ^{T}\|v(t)\|_{\mathbf{V}}^{2} d t<\infty\right\} \tag{2.6}
\end{equation*}
$$

equipped with the norm and inner product

$$
\begin{equation*}
\|v\|_{\mathbf{L}^{2}((0, T), \mathbf{V})}:=\left(\int_{0}^{T}\|v(t)\|_{\mathbf{V}}^{2} d t\right)^{\frac{1}{2}} \text { and }\langle v, w\rangle_{\mathbf{L}^{2}((0, T), \mathbf{V})}:=\int_{0}^{T}\langle v(t), w(t)\rangle_{\mathbf{v}} d t . \tag{2.7}
\end{equation*}
$$

We assume once and for all that the data $u_{0}$ and $f$ satisfy

$$
\begin{equation*}
u_{0} \in \mathbf{L}^{2}(0,2 \pi) \text { and } f \in \mathbf{L}^{2}((0,2 \pi) \times(0, T))=\mathbf{L}^{2}\left((0, T), \mathbf{L}^{2}(0,2 \pi)\right) . \tag{2.8}
\end{equation*}
$$

In order to obtain a variational formulation of (2.1)-(2.3), we assume, as usual, that this problem admits a smooth enough solution $u$, e.g.

$$
\begin{equation*}
u \in \mathbf{C}^{1}\left([0, T], \mathbf{H}_{\text {per }}^{1}(0,2 \pi) \cap \mathbf{H}^{2}(0,2 \pi)\right) . \tag{2.9}
\end{equation*}
$$

Fix a test function $\psi \in \mathbf{L}^{2}\left((0, T), \mathbf{H}_{\text {per }}^{1}(0,2 \pi)\right)$. Multiplication of (2.1) by $\bar{\psi}$ and integration over $(0,2 \pi) \times(0, T)$ lead to

$$
\left.\begin{array}{rl}
\int_{0}^{T} \int_{0}^{2 \pi} \frac{\partial u}{\partial t}(x, t) \overline{\psi(x, t)} d x d t-c \int_{0}^{T} \int_{0}^{2 \pi} \frac{\partial^{2} u}{\partial x^{2}}(x, t) \overline{\psi(x, t)} d x d t & +b \int_{0}^{T} \int_{0}^{2 \pi} u(x, t) \overline{\psi(x, t)} d x d t \\
& =\int_{0}^{T} \int_{0}^{2 \pi} f(x, t) \overline{\psi(x, t)} d x d t . \tag{2.10}
\end{array}\right\}
$$

Integration by parts with respect to $x$ in the second term on the left hand side yields, because of the boundary condition (2.3),

$$
\left.\begin{array}{rl}
\int_{0}^{T 2 \pi} \frac{\partial u}{\partial t}(x, t) \overline{\psi(x, t)} d x d t+c \int_{0}^{T} \int_{0}^{2 \pi} \frac{\partial u}{\partial x}(x, t) \frac{\overline{\partial \psi}(x, t)}{\partial x} d x d t & +b \int_{0}^{T} \int_{0}^{2 \pi} u(x, t) \overline{\psi(x, t)} d x d t  \tag{2.11}\\
& =\int_{0}^{T} \int_{0}^{T \pi} f(x, t) \overline{\psi(x, t)} d x d t .
\end{array}\right\}
$$

Recognising that, due to the smoothness of $u$,

$$
\begin{equation*}
\frac{d}{d t}\langle u(t), v\rangle_{0}=\left\langle\frac{d u(t)}{d t}, v\right\rangle_{0}, \tag{2.12}
\end{equation*}
$$

and taking $\psi(x, t)=\gamma(t) v(x)$, with $\gamma \in \mathbf{D}(0, T)$ and $v \in \mathbf{H}_{\text {per }}^{1}(0,2 \pi)$, we have

$$
\begin{equation*}
\frac{d}{d t}\langle u(t), v\rangle_{0}+c\left\langle\frac{d u(t)}{d x}, \frac{d v}{d x}\right\rangle_{0}+b\langle u(t), v\rangle_{0}=\langle f(t), v\rangle_{0} \text { in } \mathbf{D}^{\prime}(0, T) . \tag{2.13}
\end{equation*}
$$

If the sesquilinear form $a: \mathbf{H}^{1}(0,2 \pi) \times \mathbf{H}^{1}(0,2 \pi) \rightarrow \mathbf{C}$ is defined as

$$
\begin{equation*}
a(v, w):=c\left\langle\frac{d v}{d x}, \frac{d w}{d x}\right\rangle_{0}+b\langle v, w\rangle_{0} \text { for all } v \in \mathbf{H}^{1}(0,2 \pi) \text { and } w \in \mathbf{H}^{1}(0,2 \pi) \tag{2.14}
\end{equation*}
$$

then it is continuous, i.e.

$$
\left.\begin{array}{r}
|a(v, w)| \leq\|a\|\|v\|_{1}\|w\|_{1} \text { where }\|a\|:=\max \{b, c\} \text { for all } v \in \mathbf{H}^{1}(0,2 \pi)  \tag{2.15}\\
\text { and } w \in \mathbf{H}^{1}(0,2 \pi),
\end{array}\right\}
$$

and $\mathbf{H}^{1}(0,2 \pi)$-elliptic or $\mathbf{H}^{1}(0,2 \pi)$-coercive in the sense that

$$
\begin{equation*}
a(v, v) \geq \alpha\|v\|_{1}^{2} \text { for all } v \in \mathbf{H}^{1}(0,2 \pi), \text { where } \alpha:=\min \{b, c\} . \tag{2.16}
\end{equation*}
$$

The form $a$ is also clearly hermitian.
The equation (2.13) leads to the variational formulation of the general linear diffusion problem:

Definition 2.1. General linear diffusion variational problem. The problem of finding a realvalued function

$$
\begin{equation*}
u \in \mathbf{L}^{2}\left((0, T), \mathbf{H}_{\mathrm{per}}^{1}(0,2 \pi)\right) \cap \mathbf{C}^{0}\left([0, T], \mathbf{L}^{2}(0,2 \pi)\right) \tag{2.17}
\end{equation*}
$$

such that, for almost all $t$ in $(0, T)$,

$$
\begin{align*}
\frac{d}{d t}\langle u(t), v\rangle_{0}+a(u(t), v) & =\langle f(t), v\rangle_{0} \text { for all } v \in \mathbf{H}_{\mathrm{per}}^{1}(0,2 \pi)  \tag{2.18}\\
u(0) & =u_{0} \tag{2.19}
\end{align*}
$$

with the derivative $\frac{d}{d t}$ in the sense of distributions, is called the variational formulation of the general linear diffusion problem (2.1)-(2.3).

Remark 2.2. Strictly speaking, the test function $\psi \in \mathbf{L}^{2}\left((0, T), \mathbf{H}_{\text {per }}^{1}(0,2 \pi)\right)$ is taken such that

$$
\begin{equation*}
\frac{\partial \psi}{\partial t} \in \mathbf{L}^{2}\left((0, T), \mathbf{L}^{2}(0,2 \pi)\right) \text { and } \psi(T)=0 \tag{2.20}
\end{equation*}
$$

where $\frac{\partial \psi}{\partial t}$ is the derivative in the sense of distributions. Integration by parts in the variable $t$ in the first integral in (2.11) shows that, for any $\psi \in \mathbf{L}^{2}\left((0, T), \mathbf{H}_{\text {per }}^{1}(0,2 \pi)\right)$ satisfying (2.20), we have

$$
\begin{equation*}
-\int_{0}^{T}\left\langle u(t), \frac{d \psi}{d t}(t)\right\rangle_{0} d t+\int_{0}^{T} a(u(t), \psi(t)) d t=\int_{0}^{T}\langle f(t), \psi(t)\rangle_{0} d t+\left\langle u_{0}, \psi(0)\right\rangle_{0} . \tag{2.21}
\end{equation*}
$$

The equation (2.21) is an alternative variational formulation of the general linear diffusion problem. This type of variational formulation is studied in, e.g. Lions (1961: p. 44).

The variational problem (2.17)-(2.19) is closely related to the following eigenvalue problem of the type studied in Section 1.2: Find

$$
\begin{equation*}
w \in \mathbf{H}_{\mathrm{per}}^{1}(0,2 \pi) \tag{2.22}
\end{equation*}
$$

and $\lambda \in \mathbf{C}$ such that

$$
\begin{equation*}
-c \frac{d^{2} w}{d x^{2}}+b w=\lambda w \text { on }(0,2 \pi) \tag{2.23}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
a(w, v)=\lambda\langle w, v\rangle_{0} \text { for all } v \in \mathbf{H}_{\mathrm{per}}^{1}(0,2 \pi) . \tag{2.24}
\end{equation*}
$$

Regarding this eigenvalue problem, we have the following result:

## Theorem 2.3.

(a) The eigenvalues in (2.23) and (2.24) are given by the positive unbounded sequence

$$
\begin{equation*}
\lambda_{k}=c k^{2}+b \text { for } k \in \mathbf{Z} . \tag{2.25}
\end{equation*}
$$

(b) Associated with each $\lambda_{k}$ is the eigenfunction

$$
\begin{equation*}
w_{k}(x)=\frac{1}{\sqrt{2 \pi}} e^{i k x} \text { for } k \in \mathbf{Z} \tag{2.26}
\end{equation*}
$$

(c) The system $\left\{w_{k}\right\}_{k \in \mathbf{Z}}$ is a Hilbert basis of $\mathbf{L}^{2}(0,2 \pi)$, and the system $\left\{\frac{1}{\sqrt{\lambda_{k}}} w_{k}\right\}_{k \in \mathbf{Z}}$ is a Hilbert basis of $\mathbf{H}_{\text {per }}^{1}(0,2 \pi)$ with respect to the inner product $a$.

Proof. All we have to show is the explicit form of $\lambda_{k}$ and $w_{k}$. By the properties of the hermitian form $a$ (cf. (2.15) and (2.16)), Theorem 1.2.15 guarantees that the eigenvalues form an increasing unbounded sequence of positive real numbers with corresponding eigenfunctions forming a Hilbert basis of $\mathbf{L}^{2}(0,2 \pi)$ and $\mathbf{H}_{\text {per }}^{1}(0,2 \pi)$.

The solution to the ordinary differential equation (2.23) is of the form

$$
\begin{equation*}
w(x)=A e^{i \sqrt{\frac{\lambda-b}{c}} x}+B e^{-i \sqrt{\frac{\lambda-b}{c} x}} . \tag{2.27}
\end{equation*}
$$

In view of the periodicity condition (2.22), we must have

$$
\begin{equation*}
1=e^{i 2 \pi \sqrt{\frac{\lambda-b}{c}} x} \text { and } 1=e^{-i 2 \pi \sqrt{\frac{\lambda-b}{c}} x} \text {. } \tag{2.28}
\end{equation*}
$$

This implies that, for some $k \in \mathbf{Z}$,

$$
\begin{equation*}
\sqrt{\frac{\lambda_{k}-b}{c}}=k \tag{2.29}
\end{equation*}
$$

and therefore $\lambda_{k}$ is given by (2.25).
For $k \in \mathbf{Z}$, let us define $w_{k}$ by (2.26). Clearly, $w_{k}$ satisfies (2.27). Moreover, $\left\{w_{k}\right\}_{k \in \mathbf{Z}}$ is a Hilbert basis of $\mathbf{L}^{2}(0,2 \pi)$.

Theorem 2.4. The variational problem (2.17)-(2.19) has a unique solution $u$. With the eigenvalues $\left\{\lambda_{k}\right\}_{k \in \mathbf{Z}}$ and eigenfunctions $\left\{w_{k}\right\}_{k \in \mathbf{Z}}$ defined in Theorem 2.3, $u$ has, for $t \in[0, T]$, the Fourier series representation

$$
\begin{equation*}
u(t)=\sum_{k \in \mathbf{Z}}\left(e^{-\lambda_{k} t}\left\langle u_{0}, w_{k}\right\rangle_{0}+\int_{0}^{t} e^{-\lambda_{k}(t-s)}\left\langle f(s), w_{k}\right\rangle_{0} d s\right) w_{k} . \tag{2.30}
\end{equation*}
$$

Proof. The proof will be done in two parts.

## Part 1: Existence of solution.

We proceed by the Galerkin method, the four main steps of which are listed below.

## 1. Approximation of (2.17)-(2.19) in a finite dimensional space

For each $m \in \mathbf{N}$, let

$$
\begin{equation*}
\mathbf{S}_{m}:=\operatorname{span}\left\{w_{k}\right\}_{k=-m}^{m} . \tag{2.31}
\end{equation*}
$$

Following Temam (1979: p. 44), the expanding sequence $\left(\mathbf{S}_{m}\right)_{m=1}^{\infty}$ is a Galerkin approximation to the space $\mathbf{H}_{\text {per }}^{1}(0,2 \pi)$ due to the fact that

$$
\begin{equation*}
{\underset{m=1}{\infty} \mathbf{S}_{m} \text { is dense in } \mathbf{H}_{\mathrm{per}}^{1}(0,2 \pi) . ~ . ~ . ~}_{\text {. }} \tag{2.32}
\end{equation*}
$$

Consider the finite dimensional analogue of the variational problem (2.17)-(2.19): For $m \in \mathbf{N}$, find

$$
\begin{equation*}
u_{m} \in \mathbf{L}^{2}\left((0, T), \mathbf{S}_{m}\right) \cap \mathbf{C}^{0}\left([0, T], \mathbf{L}^{2}(0,2 \pi)\right) \tag{2.33}
\end{equation*}
$$

such that

$$
\begin{gather*}
\frac{d}{d t}\left\langle u_{m}(t), v\right\rangle_{0}+a\left(u_{m}(t), v\right)=\langle f(t), v\rangle_{0} \text { for all } v \in \mathbf{S}_{m} \text { and } t \in(0, T)  \tag{2.34}\\
u_{m}(0)=\sum_{k=-m}^{m}\left\langle u_{0}, w_{k}\right\rangle_{0} w_{k} . \tag{2.35}
\end{gather*}
$$

The condition (2.33) shows that any solution of (2.33)-(2.35) admits the representation

$$
\begin{equation*}
u_{m}(t):=\sum_{k=-m}^{m} \alpha_{k}(t) w_{k} \text { for } t \in(0, T), \tag{2.36}
\end{equation*}
$$

with unknown coefficients $\left\{\alpha_{k}\right\}_{k=-m}^{m}$. For $k=-m,-m+1, \mathrm{~K}, m$, take $v=w_{k}$ in (2.34). Using (2.24) and (2.35), it follows that solving (2.34)-(2.35) is equivalent to solving, for $k=-m,-m+1, \mathrm{~K}, m$, the initial value problem

$$
\left.\begin{array}{rl}
\frac{d}{d t} \alpha_{k}(t)+\lambda_{k} \alpha_{k}(t) & =\left\langle f(t), w_{k}\right\rangle_{0} \text { for } t \in(0, T)  \tag{2.37}\\
\alpha_{k}(0) & =\left\langle u_{0}, w_{k}\right\rangle_{0}
\end{array}\right\}
$$

Easy calculation shows that the unique solution of the initial value problem (2.37) is

$$
\begin{equation*}
\alpha_{k}(t)=e^{-\lambda_{k} t}\left\langle u_{0}, w_{k}\right\rangle_{0}+\int_{0}^{t} e^{-\lambda_{k}(t-s)}\left\langle f(s), w_{k}\right\rangle_{0} d s \tag{2.38}
\end{equation*}
$$

Therefore the problem (2.33)-(2.35) has a unique solution given by

$$
\begin{equation*}
u_{m}(t)=\sum_{k=-m}^{m}\left(e^{-\lambda_{k} t}\left\langle u_{0}, w_{k}\right\rangle_{0}+\int_{0}^{t} e^{-\lambda_{k}(t-s)}\left\langle f(s), w_{k}\right\rangle_{0} d s\right) w_{k} . \tag{2.39}
\end{equation*}
$$

## 2. A priori estimates

In this specific case of a Galerkin method, which is related to the Fourier series or diagonalization method, the a priori estimates step amounts to proving that $\left(u_{m}\right)_{m=1}^{\infty}$ is a Cauchy sequence in both $\mathbf{C}^{0}\left([0, T], \mathbf{L}^{2}(0,2 \pi)\right)$ and $\mathbf{L}^{2}\left((0, T), \mathbf{H}_{\mathrm{per}}^{1}(0,2 \pi)\right)$ (For the general procedure involving a priori estimates, refer to Dautray \& Lions (2000b: pp. 514-515)).

Since Parseval's identity gives

$$
\begin{aligned}
\sum_{k \in \mathbf{Z}}\left|\left\langle u_{0}, w_{k}\right\rangle_{0}\right|^{2} & =\left\|u_{0}\right\|_{0}^{2} \\
& <\infty
\end{aligned}
$$

and

$$
\begin{aligned}
\sum_{k \in \mathbf{Z}} \int_{0}^{T}\left|\left\langle f(s), w_{k}\right\rangle_{0}\right|^{2} d s & =\int_{0}^{T} \sum_{k \in \mathbf{Z}}\left|\left\langle f(s), w_{k}\right\rangle_{0}\right|^{2} d s \\
& =\|f\|_{\mathbf{L}^{2}\left((0, T), \mathbf{L}^{2}(0,2 \pi)\right)} \\
& <\infty,
\end{aligned}
$$

it follows that

$$
\begin{equation*}
\lim _{\substack{m \rightarrow \infty \\ p \rightarrow \infty \\ p>m}} \sum_{\substack{ \\p>m+1}}^{p}\left|\left\langle u_{0}, w_{k}\right\rangle_{0}\right|^{2}=0 \text { and } \lim _{\substack{m \rightarrow \infty \\ p \rightarrow \infty \\ p>m}} \sum_{k \mid m+1}^{p} \int_{0}^{T}\left|\left\langle f(s), w_{k}\right\rangle_{0}\right|^{2} d s=0 . \tag{2.40}
\end{equation*}
$$

For any $m \in \mathbf{N}$ and $p \in \mathbf{N}$ with $p>m$, we have

$$
\begin{aligned}
& \left\|u_{p}(t)-u_{m}(t)\right\|_{0} \\
& \left.=\sqrt{\sum_{|k|=m+1}^{p}\left|e^{-\lambda_{k} t}\left\langle u_{0}, w_{k}\right\rangle_{0}+\int_{0}^{t} e^{-\lambda_{k}(t-s)}\left\langle f(s), w_{k}\right\rangle_{0} d s\right|^{2}} \quad \begin{array}{l}
\text { Form of } u_{m} \\
\text { Parseval identity }
\end{array}\right) \\
& \leq \sqrt{\sum_{|k|=m+1}^{p} e^{-2 \lambda_{k} t}\left|\left\langle u_{0}, w_{k}\right\rangle_{0}\right|^{2}}+\sqrt{\sum_{\left|\sum_{k \mid=m+1}^{p}\right|}\left|\int_{0}^{t} e^{-\lambda_{k}(t-s)}\left\langle f(s), w_{k}\right\rangle_{0} d s\right|^{2}} \quad \text { (Minkowski inequality) } \\
& \leq \sqrt{\sum_{|k|=m+1}^{p} e^{-2 \lambda_{k} t}\left|\left\langle u_{0}, w_{k}\right\rangle_{0}\right|^{2}}+\sqrt{\sum_{|k|=m+1}^{p}\left(\int_{0}^{t} e^{-2 \lambda_{k}(t-s)} d s\right)\left(\int_{0}^{t}\left|\left\langle f(s), w_{k}\right\rangle_{0}\right|^{2} d s\right)} \text { (Cauchy -Schwarz inequality) } \\
& =\sqrt{\sum_{|k|=m+1}^{p} e^{-2 \lambda_{k} t}\left|\left\langle u_{0}, w_{k}\right\rangle_{0}\right|^{2}}+\sqrt{\sum_{|k|=m+1}^{p} \frac{1-e^{-2 \lambda_{k}}}{2 \lambda_{k}}\left(\int_{0}^{t}\left|\left\langle f(s), w_{k}\right\rangle_{0}\right|^{2} d s\right) .}
\end{aligned}
$$

It then follows that

$$
\begin{aligned}
& \left\|u_{p}-u_{m}\right\|_{\mathbf{C}^{0}\left([0, T] \mathbf{L}^{2}(0,2 \pi)\right)} \\
& =\sup _{t \in[0, T]}\left\|u_{p}(t)-u_{m}(t)\right\|_{0} \quad \text { (Definition of }\|\cdot\|_{\mathbf{C}^{0}\left([0, T], \mathbf{L}^{2}\right.} \\
& \left.\leq \sqrt{\sum_{|k|=m+1}^{p}\left|\left\langle u_{0}, w_{k}\right\rangle_{0}\right|^{2}}+\sqrt{\frac{1}{2 b} \sum_{|k|=m+1}^{p}\left(\int_{0}^{T}\left\langle\left.\left\langle f(s), w_{k}\right\rangle_{0}\right|^{2} d s\right)\right.} \text { (Definition of }\left\{\lambda_{k}\right\}_{k \in \mathbf{Z}}\right) .
\end{aligned}
$$

In view of (2.40), $\lim _{\substack{m \rightarrow \infty \\ p \rightarrow \infty \\ p>m}}\left\|u_{p}-u_{m}\right\|_{\mathbf{C}^{0}\left([0, T], \mathbf{L}^{2}(0,2 \pi)\right)}=0$, which shows that $\left(u_{m}\right)_{m=1}^{\infty}$ is a Cauchy sequence in $\mathbf{C}^{0}\left([0, T], \mathbf{L}^{2}(0,2 \pi)\right)$.

For any $m \in \mathbf{N}$ and $p \in \mathbf{N}$ with $p>m$, and $a$ the hermitian form defined in (2.14), we have

$$
\begin{array}{lll}
\left\|u_{p}(t)-u_{m}(t)\right\|_{1}^{2} & & \left(\mathbf{H}^{1}(0,2 \pi) \text {-coercivity of } a\right) \\
\leq \frac{1}{\alpha} a\left(u_{p}(t)-u_{m}(t), u_{p}(t)-u_{m}(t)\right) & & \left(\text { Form of } u_{m} \text { and } u_{p}\right) \\
=\frac{1}{\alpha} \sum_{|k|=m+1| | \mid=m+1}^{p} \sum_{k}^{p} a\left(\alpha_{k}(t) w_{k}, \alpha_{l}(t) w_{l}\right) & & \text { Orthonormality of }\left\{\frac{1}{\sqrt{\lambda_{k}}}\right. \\
=\frac{1}{\alpha} \sum_{|k|=m+1}^{p} \sum_{| |=m+1}^{p} \alpha_{k}(t) \overline{\alpha_{l}(t)} \sqrt{\lambda_{k} \lambda_{l}} a\left(\frac{1}{\sqrt{\lambda_{k}}} w_{k}, \frac{1}{\sqrt{\lambda_{l}}} w_{l}\right) & & \\
=\frac{1}{\alpha} \sum_{|k|=m+1}^{p} \lambda_{k}\left|\alpha_{k}(t)\right|^{2} & & \text { (Form of } \left.\alpha_{k}\right) \\
=\frac{1}{\alpha_{|k|=m+1}^{p} \sum_{k}} \lambda_{k}\left|e^{-\lambda_{k} t}\left\langle u_{0}, w_{k}\right\rangle_{0}+\int_{0}^{t} e^{-\lambda_{k}(t-s)}\left\langle f(s), w_{k}\right\rangle_{0} d s\right|^{2} & & \\
\leq \frac{2}{\alpha} \sum_{|k|=m+1}^{p} \lambda_{k}\left(e^{-2 \lambda_{k} t}\left|\left\langle u_{0}, w_{k}\right\rangle_{0}\right|^{2}+\left.\int_{0}^{t} e^{-\lambda_{k}(t-s)}\left\langle f(s), w_{k}\right\rangle_{0} d s\right|^{2}\right) & \left((x+y)^{2} \leq 2\left(x^{2}+y^{2}\right)\right) .
\end{array}
$$

Thus

$$
\begin{aligned}
\left\|u_{p}-u_{m}\right\|_{\mathbf{L}^{2}\left((0, T), \mathbf{H}_{p e r}^{1}(0,2 \pi)\right)}^{2} & =\int_{0}^{T} \mid u_{p}(t)-u_{m}(t) \|_{1}^{2} d t \\
& \leq \frac{2}{\alpha} \int_{||k|=m+1}^{T} \sum_{k}^{p} \lambda_{k}\left(e^{-2 \lambda_{k} t}\left|\left\langle u_{0}, w_{k}\right\rangle_{0}\right|^{2}+\left|\int_{0}^{t} e^{-\lambda_{k}(t-s)}\left\langle f(s), w_{k}\right\rangle_{0} d s\right|^{2}\right) d t \\
& =\frac{2}{\alpha} \sum_{|k|=m+1}^{p} \int_{0}^{T} \lambda_{k}\left(e^{-2 \lambda_{k} t}\left|\left\langle u_{0}, w_{k}\right\rangle_{0}\right|^{2}+\left|\int_{0}^{t} e^{-\lambda_{k}(t-s)}\left\langle f(s), w_{k}\right\rangle_{0} d s\right|^{2}\right) d t \\
& =\frac{2}{\alpha} \sum_{|k|=m+1}^{p}\left(\lambda_{k}\left|\left\langle u_{0}, w_{k}\right\rangle_{0}\right|^{2} \int_{0}^{T} e^{-2 \lambda_{k} t} d t+\left.\lambda_{k} \int_{0}^{T} \int_{0}^{t} e^{-\lambda_{k}(t-s)}\left\langle f(s), w_{k}\right\rangle_{0} d s\right|^{2} d t\right)
\end{aligned}
$$

$$
\begin{aligned}
& \left\|u_{p}-u_{m}\right\|_{\left.L^{2}(0, T), \mathbf{H}_{p x t}^{1}(0,2 \pi)\right)}^{2} \\
& \leq \frac{2}{\alpha_{|k|}} \sum_{k+1}^{p}\left(\lambda_{k}\left|\left\langle u_{0}, w_{k}\right\rangle_{0}\right|^{2} \int_{0}^{T} e^{-2 \lambda_{k} t} d t+\lambda_{k} \int_{0}^{T}\left(\int_{0}^{t} e^{-2 \lambda_{k}(t-s)} d s\right)\left(\int_{0}^{t}\left|\left\langle f(s), w_{k}\right\rangle_{0}\right|^{2} d s\right) d t\right)\binom{\text { Cauchy-Schwarz }}{\text { inequality }} \\
& =\frac{1}{\alpha} \sum_{|k|=m+1}^{p}\left(\left|\left\langle u_{0}, w_{k}\right\rangle_{0}\right|^{2}\left(1-e^{-2 \lambda_{k} T}\right)+\int_{0}^{T} e^{-2 \lambda_{k} t}\left(1-e^{2 \lambda_{k} t}\right)\left(\int_{0}^{t}\left|\left\langle f(s), w_{k}\right\rangle_{0}\right|^{2} d s\right) d t\right) \\
& \leq \frac{1}{\alpha_{|k|}} \sum_{0 m+1}^{p}\left(\left|\left\langle u_{0}, w_{k}\right\rangle_{0}\right|^{2}+T \int_{0}^{T}\left|\left\langle f(s), w_{k}\right\rangle_{0}\right|^{2} d s\right),
\end{aligned}
$$

which, by (2.40), shows that $\lim _{\substack{m \rightarrow \infty \\ p \rightarrow \infty \\ p>m}}\left\|u_{p}-u_{m}\right\|_{\mathbf{L}^{2}\left((0, T), \mathbf{H}_{p e r}^{\prime}(0,2 \pi)\right)}=0$, and $\left(u_{m}\right)_{m=1}^{\infty}$ is a Cauchy sequence in $\mathbf{L}^{2}\left((0, T), \mathbf{H}_{\text {per }}^{1}(0,2 \pi)\right)$ as well.

## 3. Passage to limit $\boldsymbol{u}$

In the general situation, a weak compactness argument is used in this step (see e.g. Dautray \& Lions (2000b: pp. 515-516)). This step is much simpler in our case, because of the specific method under consideration.

Since both $\mathbf{C}^{0}\left([0, T], \mathbf{L}^{2}(0,2 \pi)\right)$ and $\mathbf{L}^{2}\left((0, T), \mathbf{H}_{\text {per }}^{1}(0,2 \pi)\right)$ are complete and continuously embedded in $\mathbf{L}^{2}((0, T) \times(0,2 \pi))$, there exists a unique $u \in \mathbf{L}^{2}\left((0, T), \mathbf{H}_{\text {per }}^{1}(0,2 \pi)\right) \cap \mathbf{C}^{0}\left([0, T], \mathbf{L}^{2}(0,2 \pi)\right)$ such that the Cauchy sequence $\left(u_{m}\right)_{m=1}^{\infty}$ converges to $u$ in both $\mathbf{C}^{0}\left([0, T], \mathbf{L}^{2}(0,2 \pi)\right)$ and $\mathbf{L}^{2}\left((0, T), \mathbf{H}_{\text {per }}^{1}(0,2 \pi)\right)$. Note that, in view of (2.39), we have (2.30).

## 4. Confirmation that the limit $\boldsymbol{u}$ is a solution to (2.17)-(2.19)

Fix $\psi \in \mathbf{D}(0, T)$ and $n \in \mathbf{N}$. For any $m \geq n$, multiplication of (2.34) by $\bar{\psi}$ yields, by the distributional definition of derivatives,

$$
\begin{equation*}
-\int_{0}^{T}\left\langle u_{m}(t), v\right\rangle_{0} \frac{\overline{d \psi}}{\frac{d t}{d t}}(t) d t+\int_{0}^{T} a\left(u_{m}(t), v\right) \overline{\psi(t)} d t=\int_{0}^{T}\langle f(t), v\rangle_{0} \overline{\psi(t)} d t \text { for all } v \in \mathbf{S}_{n} . \tag{2.41}
\end{equation*}
$$

Since, in (2.41), $\left(u_{m}\right)_{m=1}^{\infty}$ converges to $u$ in the sense of the space of vector distributions $\mathbf{D}^{\prime}\left((0, T), \mathbf{H}_{\mathrm{per}}^{1}(0,2 \pi)\right) \cap \mathbf{D}^{\prime}\left((0, T), \mathbf{L}^{2}(0,2 \pi)\right)$, it follows that

$$
\begin{equation*}
-\left\langle\langle u(t), v\rangle_{0}, \frac{d \psi}{d t}\right\rangle_{0,(0, T)}+\langle a(u(t), v), \psi\rangle_{0,(0, T)}=\left\langle\langle f(t), v\rangle_{0}, \psi\right\rangle_{0,(0, T)} \text { for all } v \in \mathbf{S}_{n} \tag{2.42}
\end{equation*}
$$

By (2.32), the relation (2.42) holds for all $v \in \mathbf{H}_{\text {per }}^{1}(0,2 \pi)$. Hence the function $u$ satisfies (2.18) on $(0, T)$ in the sense of distributions. Moreover, since $\left(u_{m}\right)_{m=1}^{\infty}$ converges to $u$ in $\mathbf{C}^{0}\left([0, T], \mathbf{L}^{2}(0,2 \pi)\right)$, it follows from the pointwise convergence in $\mathbf{L}^{2}(0,2 \pi)$ that

$$
\begin{aligned}
u(0) & =\lim _{m \rightarrow \infty} u_{m}(0) \\
& =\lim _{m \rightarrow \infty} \sum_{k=-m}^{m}\left\langle u_{0}, w_{k}\right\rangle_{0} w_{k} \\
& =\sum_{k \in \mathbf{Z}}\left\langle u_{0}, w_{k}\right\rangle_{0} w_{k} \\
& =u_{0} .
\end{aligned}
$$

Therefore $u$ satisfies (2.19).

## Part 2: Uniqueness of solution

The solution $u$ is unique as a result of the representation (2.30).

Remark 2.5. The solution $u$ in (2.30) is real-valued, even though it is expressed as a series of complex functions. Indeed, we have, for $(x, t) \in(0,2 \pi) \times(0, T)$,

$$
\begin{aligned}
\overline{u(x, t)} & \left.=\sum_{k \in \mathbf{Z}}\left(e^{-\lambda_{k} t} \overline{\left\langle u_{0}, w_{k}\right\rangle_{0}}+\int_{0}^{t} e^{-\lambda_{k}(t-s)} \overline{\left\langle f(s), w_{k}\right\rangle_{0}} d s\right) \overline{w_{k}(x)} \quad \text { (Form of } u\right) \\
& =\sum_{k \in \mathbf{Z}}\left(e^{-\lambda_{k} t}\left\langle u_{0}, w_{-k}\right\rangle_{0}+\int_{0}^{t} e^{-\lambda_{k}(t-s)}\left\langle f(s), w_{-k}\right\rangle_{0} d s\right) w_{-k}(x)\left(\frac{f, u_{0} \text { real- valued }}{\overline{w_{k}}=w_{-k}}\right) \\
& =\sum_{k \in \mathbf{Z}}\left(e^{-\lambda_{k} t}\left\langle u_{0}, w_{k}\right\rangle_{0}+\int_{0}^{t} e^{-\lambda_{k}(t-s)}\left\langle f(s), w_{k}\right\rangle_{0} d s\right) w_{k} \\
& =u(x, t) .
\end{aligned}
$$

Theorem 2.6. The solution $u$ of (2.17)-(2.19) satisfies the inequality

$$
\begin{equation*}
\|u(t)\|_{0} \leq e^{-b t}\left\|u_{0}\right\|_{0}+\int_{0}^{t} e^{-b(t-s)}\|f(s)\|_{0} d s \text { for } t \in[0, T] \tag{2.43}
\end{equation*}
$$

from which it follows that the solution $u$ depends continuously upon the data, in the sense that

$$
\begin{equation*}
\|u(t)\|_{0} \leq\left(1+\sqrt{\frac{e^{2 T}-1}{2 b}}\right)\left(\left\|u_{0}\right\|_{0}+\|f\|_{\left.\mathbf{L}^{2}(0, T), \mathbf{L}^{2}(0,2 \pi)\right)}\right) \text { for } t \in[0, T] . \tag{2.44}
\end{equation*}
$$

Proof. By (2.30), we have

$$
\begin{aligned}
\|u(t)\|_{0} & =\left\|\sum_{k \in \mathbf{Z}}\left(e^{-\lambda_{k} t}\left\langle u_{0}, w_{k}\right\rangle_{0}+\int_{0}^{t} e^{-\lambda_{k}(t-s)}\left\langle f(s), w_{k}\right\rangle_{0} d s\right) w_{k}\right\|_{0} \\
& \leq\left\|\sum_{k \in \mathbf{Z}} e^{-\lambda_{k} t}\left\langle u_{0}, w_{k}\right\rangle_{0} w_{k}\right\|_{0}+\left\|\sum_{k \in \mathbf{Z}}\left(\int_{0}^{t} e^{-\lambda_{k}(t-s)}\left\langle f(s), w_{k}\right\rangle_{0} d s\right) w_{k}\right\|_{0} \quad \text { Triangle inequality) } \\
& \leq\left\|\sum_{k \in \mathbf{Z}} e^{-\lambda_{k} t}\left\langle u_{0}, w_{k}\right\rangle_{0} w_{k}\right\|_{0}+\int_{0}^{t}\left\|e^{-\lambda_{k}(t-s)}\left\langle f(s), w_{k}\right\rangle_{0} w_{k}\right\|_{0} d s
\end{aligned}
$$

$$
\begin{array}{rlrl}
\|u(t)\|_{0} & \leq \sqrt{\sum_{k \in \mathbf{Z}} e^{-2 \lambda_{k} t}\left|\left\langle u_{0}, w_{k}\right\rangle_{0}\right|^{2}}+\int_{0}^{t} \sqrt{\sum_{k \in \mathbf{Z}} e^{-2 \lambda_{k}(t-s)}\left\langle\left.\left\langle f(s), w_{k}\right\rangle_{0}\right|^{2}\right.} d s \text { (Parseval identity) } \\
& \leq e^{-b t} \sqrt{\sum_{k \in \mathbf{Z}}\left|\left\langle u_{0}, w_{k}\right\rangle_{0}\right|^{2}}+\int_{0}^{t} e^{-b(t-s)} \sqrt{\sum_{k \in \mathbf{Z}}\left|\left\langle f(s), w_{k}\right\rangle_{0}\right|^{2}} d s & \text { (Definition of }\left\{\lambda_{k}\right\}_{k \in \mathbf{Z}} \text { ) } \\
& =e^{-b t}\left\|u_{0}\right\|_{0}+\int_{0}^{t} e^{-b(t-s)}\|f(s)\|_{0} d s & \text { (Parseval identity). }
\end{array}
$$

It then follows that

$$
\begin{aligned}
\|u(t)\|_{0} & \leq\left\|u_{0}\right\|_{0}+\int_{0}^{T} e^{b s}\|f(s)\|_{0} d s \\
& \left.\leq\left\|u_{0}\right\|_{0}+\sqrt{\int_{0}^{T} e^{2 b s} d s} \sqrt{\int_{0}^{T}\|f(s)\|_{0}^{2} d s} \quad \quad \begin{array}{l}
\text { Cauchy -Schwarz } \\
\text { inequality }
\end{array}\right) \\
& =\left\|u_{0}\right\|_{0}+\sqrt{\frac{e^{2 T}-1}{2 b}}\|f\|_{L^{2}\left((0, T) \mathbf{L}^{2}(0,2 \pi)\right)} \\
& \leq\left(1+\sqrt{\frac{e^{2 T}-1}{2 b}}\right)\left(\left\|u_{0}\right\|_{0}+\|f\|_{\mathbf{L}^{2}\left((0, T), \mathbf{L}^{2}(0,2 \pi)\right)}\right)
\end{aligned}
$$

Remark 2.7. It is possible to prove the inequality of continuous dependence (2.44) with a constant not dependent on $T$. If in (2.34), we set $v=u_{m}(t)$ and use the relation

$$
\begin{equation*}
\left\langle\frac{d u_{m}}{d t}(t), u_{m}(t)\right\rangle_{0}=\frac{1}{2} \frac{d}{d t}\left\|u_{m}(t)\right\|_{0}^{2} \tag{2.45}
\end{equation*}
$$

we obtain

$$
\begin{aligned}
\frac{1}{2}\left\|u_{m}(t)\right\|_{0}^{2}-\frac{1}{2}\left\|\sum_{k=-m}^{m}\left\langle u_{0}, w_{k}\right\rangle_{0} w_{k}\right\|_{0}^{2} & =\frac{1}{2} \int_{0}^{t} \frac{d}{d s}\left\|u_{m}(s)\right\|_{0}^{2} d s \\
& =\int_{0}^{t}\left\langle f(s), u_{m}(s)\right\rangle_{0} d s-\int_{0}^{t} a\left(u(s), u_{m}(s)\right) d s
\end{aligned}
$$

This means that $u_{m}$ satisfies the relation

$$
\begin{equation*}
\frac{1}{2}\left\|u_{m}(t)\right\|_{0}^{2}+\int_{0}^{t} a\left(u_{m}(s), u_{m}(s)\right) d s=\frac{1}{2}\left\|\sum_{k=-m}^{m}\left\langle u_{0}, w_{k}\right\rangle_{0} w_{k}\right\|_{0}^{2}+\int_{0}^{t}\left\langle f(s), u_{m}(s)\right\rangle_{0} d s \tag{2.46}
\end{equation*}
$$

Taking the limit as $m \rightarrow \infty$, we have

$$
\begin{equation*}
\frac{1}{2}\|u(t)\|_{0}^{2}+\int_{0}^{t} a(u(s), u(s)) d s=\frac{1}{2}\left\|u_{0}\right\|_{0}^{2}+\int_{0}^{t}\langle f(s), u(s)\rangle_{0} d s \tag{2.47}
\end{equation*}
$$

The relation (2.47) is called the energy equality, since the quantity

$$
\begin{equation*}
E(t):=\frac{1}{2}\|u(t)\|_{0}^{2}+\int_{0}^{t} a(u(s), u(s)) d s \tag{2.48}
\end{equation*}
$$

represents the energy of the system (see Dautray \& Lions (2000b: p. 520)).
We then have

$$
\begin{array}{rlr}
\frac{1}{2}\|u(t)\|_{0}^{2}+\frac{\alpha}{2} \int_{0}^{t}\|u(s)\|_{1}^{2} d s & \leq \frac{1}{2}\|u(t)\|_{0}^{2}+\alpha \int_{0}^{t}\|u(s)\|_{1}^{2} d s & \\
& \leq \frac{1}{2}\|u(t)\|_{0}^{2}+\int_{0}^{t} a(u(s), u(s)) d s & \left(\mathbf{H}^{1}(0,2 \pi) \text {-coercivity of } a\right) \\
& =\frac{1}{2}\left\|u_{0}\right\|_{0}^{2}+\int_{0}^{t}\langle f(s), u(s)\rangle_{0} d s & \text { (Energy equality) } \\
& \leq \frac{1}{2}\left\|u_{0}\right\|_{0}^{2}+\int_{0}^{t}\|f(s)\|_{0}^{t}\|u(s)\|_{1} d s & \text { (Cauchy -Schwarz inequality) } \\
& \leq \frac{1}{2}\left\|u_{0}\right\|_{0}^{2}+\frac{1}{2 \alpha} \int_{0}^{t}\|f(s)\|_{0}^{2} d s+\frac{\alpha}{2} \int_{0}^{t}\|u(s)\|_{1}^{2} d s \text { (Young inequality) } \\
\|u(t)\|_{0}^{2} & \leq\left\|u_{0}\right\|_{0}^{2}+\frac{1}{\alpha} \int_{0}^{T}\|f(s)\|_{0}^{2} d s & \\
\|u(t)\|_{0}^{2} & \leq\left\|u_{0}\right\|_{0}^{2}+\frac{1}{\alpha}\|f\|_{L^{2}\left((0, T), \mathbf{L}^{2}(0,2 \pi)\right)}^{2}
\end{array}
$$

A further consequence of the energy equality (2.47) is the continuous dependence of $u$ in the norm of $\mathbf{L}^{2}\left((0, T), \mathbf{H}_{\text {per }}^{1}(0,2 \pi)\right)$ with respect to $u_{0}$ and $f$, given by

$$
\begin{equation*}
\|u\|_{\mathbf{L}^{2}\left((0, T), \mathbf{H}_{\text {per }}^{1}(0,2 \pi)\right)}^{2} \leq \frac{1}{\alpha}\left\|u_{0}\right\|_{0}^{2}+\frac{1}{\alpha^{2}}\|f\|_{\mathbf{L}^{2}\left((0, T), \mathbf{L}^{2}(0,2 \pi)\right.}^{2} . \tag{2.49}
\end{equation*}
$$

Indeed,

$$
\begin{array}{rlrl}
\alpha \int_{0}^{T}\|u(t)\|_{1}^{2} d t & \leq \frac{1}{2}\|u(T)\|_{0}^{2}+\int_{0}^{T} a(u(t), u(t)) d t & & \left(\mathrm{H}^{1}(0,2 \pi) \text {-coercivity of } a\right) \\
& =\frac{1}{2}\left\|u_{0}\right\|_{0}^{2}+\int_{0}^{T}\langle f(t), u(t)\rangle_{0} d t & & \text { (Energy equality) } \\
& \leq \frac{1}{2}\left\|u_{0}\right\|_{0}^{2}+\int_{0}^{T}\|f(t)\|_{0}^{T}\|u(t)\|_{1} d t & & \text { (Cauchy -Schwarz inequality ) } \\
& \leq \frac{1}{2}\left\|u_{0}\right\|_{0}^{2}+\frac{1}{2 \alpha} \int_{0}^{T}\|f(t)\|_{0}^{2} d t+\frac{\alpha}{2} \int_{0}^{T}\|u(t)\|_{1}^{2} d t \text { (Young inequality) } \\
\alpha \int_{0}^{T}\|u(t)\|_{1}^{2} d t & \leq\left\|u_{0}\right\|_{0}^{2}+\frac{1}{\alpha} \int_{0}^{T}\|f(t)\|_{0}^{2} d t & \\
\|u\|_{\mathbf{L}^{2}\left((0, T), \mathbf{H}_{p r t}^{1}(0,2 \pi)\right)}^{2} \leq \frac{1}{\alpha}\left\|u_{0}\right\|_{0}^{2}+\frac{1}{\alpha^{2}}\|f\|_{\mathbf{L}^{2}\left((0, T), \mathbf{L}^{2}(0,2 \pi)\right)}^{2}
\end{array}
$$

We now present a regularity result:

Theorem 2.8. If the initial data $u_{0}$ is of class $\mathbf{H}_{\text {per }}^{1}(0,2 \pi)$, then the solution $u$ of the problem (2.17)(2.19) has the regularity

$$
\begin{equation*}
\frac{\partial u}{\partial t} \in \mathbf{L}^{2}\left((0, T), \mathbf{L}^{2}(0,2 \pi)\right) \tag{2.50}
\end{equation*}
$$

and

$$
\begin{equation*}
u(t) \in \mathbf{H}^{2}(0,2 \pi) \text { for almost all } t \in(0, T) \tag{2.51}
\end{equation*}
$$

Proof. For any $m \in \mathbf{N}$, and $k=-m,-m+1, \mathrm{~K}, m$, taking $v=w_{k}$ in (2.34) and multiplication by $\overline{\frac{d}{d t}\left\langle u_{m}(t), w_{k}\right\rangle}$ results in

$$
\begin{equation*}
\left|\frac{d}{d t}\left\langle u_{m}(t), w_{k}\right\rangle_{0}\right|^{2}+a\left(u_{m}(t), \frac{d}{d t}\left\langle u_{m}(t), w_{k}\right\rangle_{0} w_{k}\right)=\left\langle f(t), \frac{d}{d t}\left\langle u_{m}(t), w_{k}\right\rangle_{0} w_{k}\right\rangle_{0} . \tag{2.52}
\end{equation*}
$$

Recognising that $a\left(u_{m}(t), \frac{d u_{m}}{d t}(t)\right)=\frac{1}{2} \frac{d}{d t} a\left(u_{m}(t), u_{m}(t)\right)$, summation of (2.52) over $-m,-m+1, \mathrm{~K}, m$, integration over $[0, T]$ and rearrangement of terms yield, by the Parseval identity,

$$
\left.\begin{array}{rlrl}
\int_{0}^{T}\left\|\frac{d u_{m}}{d t}(t)\right\|_{0}^{2} d t & =\frac{1}{2} a\left(u_{m}(0), u_{m}(0)\right)-\frac{1}{2} a\left(u_{m}(T), u_{m}(T)\right)+\int_{0}^{T}\left\langle f(t), \frac{d u_{m}}{d t}(t)\right\rangle_{0} d t & \\
& \leq \frac{1}{2} a\left(u_{m}(0), u_{m}(0)\right)+\int_{0}^{T}\left\langle f(t), \frac{d u_{m}}{d t}(t)\right\rangle_{0} d t & & \\
& \leq \frac{1}{2} a\left(u_{m}(0), u_{m}(0)\right)+\int_{0}^{T}\|f(t)\|_{0}\left\|\frac{d u_{m}}{d t}(t)\right\|_{0} d t & & \text { Cauchy - Schwarz } \\
& \leq \frac{1}{2} a\left(u_{m}(0), u_{m}(0)\right)+\frac{1}{2} \int_{0}^{T}\|f(t)\|_{0}^{2} d t+\frac{1}{2} \int_{0}^{T}\left\|\frac{d u_{m}}{d t}(t)\right\|_{0}^{2} d t & & \text { (Young inequality }
\end{array}\right) .
$$

Hence $\frac{\partial u_{m}}{\partial t} \in \mathbf{L}^{2}\left((0, T), \mathbf{L}^{2}(0,2 \pi)\right)$ for each $m \in \mathbf{N}$, and, taking the limit as $m \rightarrow \infty$, it follows that $\frac{\partial u}{\partial t} \in \mathbf{L}^{2}\left((0, T), \mathbf{L}^{2}(0,2 \pi)\right)$.

Since $u$ satisfies (2.1) in the sense of distributions (see Remark 2.9 below), with $f(t) \in \mathbf{L}^{2}(0,2 \pi)$ and $\frac{\partial u}{\partial t}(t) \in \mathbf{L}^{2}(0,2 \pi)$ for almost all $t \in(0, T)$, it follows that $-c \frac{\partial^{2} u}{\partial x^{2}}(t)+b u(t) \in \mathbf{L}^{2}(0,2 \pi)$ for
almost all $t \in(0, T)$. Then, since $u(t) \in \mathbf{L}^{2}(0,2 \pi), \frac{\partial^{2} u}{\partial x^{2}} \in \mathbf{L}^{2}(0,2 \pi)$, and therefore $u(t) \in \mathbf{H}^{2}(0,2 \pi)$, for almost all $t \in(0, T)$.

Remark 2.9. The regularity (2.50)-(2.51) in Theorem 2.8 permits us to give an interpretation of the variational problem (2.17)-(2.19).

Suppose that $u$ is the solution of the problem (2.17)-(2.19). Fix $\psi \in \mathbf{D}(0, T)$ and $v \in \mathbf{D}(0,2 \pi)$. Substitution of $v$ in (2.18), multiplication by $\bar{\psi}$ and integration over $(0,2 \pi) \times(0, T)$ leads to

$$
\left.\left.\begin{array}{rl}
-\int_{0}^{T} \int_{0}^{2 \pi} u(x, t) \overline{v(x) \frac{d \psi}{d t}(t)} d x d t-c \int_{0}^{T} \int_{0}^{2 \pi} u(x, t) \overline{d^{2} v}\left(x x^{2}\right. & \psi(t) \tag{2.53}
\end{array} d x d t+b \int_{0}^{T} \int_{0}^{2 \pi} u(x, t) \overline{v(x) \psi(t)} d x d t\right)\right\}
$$

If

$$
\begin{equation*}
\phi(x, t):=v(x) \psi(t), \tag{2.54}
\end{equation*}
$$

then $\phi \in \mathbf{D}((0,2 \pi) \times(0, T))$ and (2.53) becomes

$$
\left.\begin{array}{rl}
-\int_{0}^{T} \int_{0}^{2 \pi} u(x, t) \overline{\frac{\partial \phi}{\partial t}(x, t)} d x d t-c \int_{0}^{T} \int_{0}^{T 2 \pi} u(x, t) \overline{\frac{\partial^{2} \phi}{\partial x^{2}}(x, t)} d x d t & +b \int_{0}^{T} \int_{0}^{2 \pi} u(x, t) \overline{\phi(x, t)} d x d t  \tag{2.55}\\
& =\int_{0}^{T} \int_{0}^{2 \pi} f(x, t) \overline{\phi(x, t)} d x d t .
\end{array}\right\} .
$$

As the space consisting of finite linear combinations of functions $\phi$ of the form (2.54) is dense in $\mathbf{D}((0,2 \pi) \times(0, T)),(2.55)$ is equivalent to

$$
\begin{equation*}
\left\langle\frac{\partial u}{\partial t}-c \frac{\partial^{2} u}{\partial x^{2}}+b u, \phi\right\rangle_{\mathbf{D}^{\prime} \times \mathbf{D}}=\langle f, \phi\rangle_{\mathbf{D}^{\times} \times \mathbf{D}} \text { for all } \phi \in \mathbf{D}((0,2 \pi) \times(0, T)) . \tag{2.56}
\end{equation*}
$$

Therefore any solution of the variational problem (2.17)-(2.19) is also a solution, in the sense of distributions, of the initial-boundary value problem (2.1)-(2.3).

## Chapter 3. A semi-discrete spectral method for the general linear diffusion problem

The work in this chapter depends on the theory done in Chapter 2 (especially in Theorem 2.4). We therefore continue with the notational conventions used in the previous chapter. For convenience, we will repeat the most important formulae here. We will also assume that $u$ denotes the solution of (2.1)-(2.3), or

$$
\left.\begin{array}{rl}
\frac{\partial u}{\partial t}-c \frac{\partial^{2} u}{\partial x^{2}}+b u & =f \text { on }(0,2 \pi) \times(0, T) \\
u(x, 0) & =u_{0}(x)  \tag{3.1}\\
u(0, t) & =u(2 \pi, t),
\end{array}\right\}
$$

in the sense of Theorem 2.4.
In this chapter, we investigate a semi-discrete (in the $x$ variable) approximation of the general linear diffusion problem (2.1)-(2.3) (or (3.1)) or (2.17)-(2.19). Given the analysis done in Chapter 2, it is natural to use a spectral method of Fourier-Galerkin type in the sense described below.

## First requirement of the Fourier-Galerkin spectral method

With each positive integer $m$, we associate the finite dimensional subspace $\mathbf{S}_{m}$ of $\mathbf{H}_{\text {per }}^{1}(0,2 \pi)$ defined in (2.31) by

$$
\begin{equation*}
\mathbf{S}_{m}:=\operatorname{span}\left\{w_{k}\right\}_{k=-m}^{m}, \text { where } w_{k}(x)=\frac{1}{\sqrt{2 \pi}} e^{i k x} . \tag{3.2}
\end{equation*}
$$

## Second requirement of the Fourier-Galerkin spectral method

For each positive integer $m$, we approximate the solution $u$ of (2.1)-(2.3) or (3.1) by $u_{m}$, which is represented in the form

$$
\begin{equation*}
u_{m}(t)=\sum_{k=-m}^{m} \alpha_{k}(t) w_{k}, \tag{3.3}
\end{equation*}
$$

with unknown coefficients $\left\{\alpha_{k}\right\}_{k=-m}^{m}$.
Third requirement of the Fourier-Galerkin spectral method
In general, $u_{m}$ will not satisfy

$$
\begin{equation*}
\frac{\partial u}{\partial t}-c \frac{\partial^{2} u}{\partial x^{2}}+b u=f \text { and } u(0)=u_{0} \tag{3.4}
\end{equation*}
$$

i.e. the residuals

$$
\begin{equation*}
R u_{m}:=\frac{\partial u_{m}}{\partial t}-c \frac{\partial^{2} u_{m}}{\partial x^{2}}+b u_{m}-f \text { and } I u_{m}:=u_{m}(0)-u_{0} \tag{3.5}
\end{equation*}
$$

will not vanish everywhere. Consequently, the third requirement of the Fourier-Galerkin spectral method is to minimize the residuals $R u_{m}$ and $I u_{m}$ by demanding that

$$
\left.\begin{array}{rl}
\left\langle R u_{m}(t), v\right\rangle_{0} & =0 \text { for all } v \in \mathbf{S}_{m} \text { and } t \in(0, T)  \tag{3.6}\\
\left\langle I u_{m}, v\right\rangle_{0} & =0 \text { for all } v \in \mathbf{S}_{m}
\end{array}\right\}
$$

or, equivalently, for $k=-m,-m+1, \mathrm{~K}, m$, that (2.37) be satisfied:

$$
\left.\begin{array}{c}
\frac{d}{d t} \alpha_{k}(t)+\lambda_{k} \alpha_{k}(t)=\left\langle f(t), w_{k}\right\rangle_{0} \text { for } t \in(0, T) \text { where } \lambda_{k}=c k^{2}+b  \tag{3.7}\\
\alpha_{k}(0)=\left\langle u_{0}, w_{k}\right\rangle_{0}
\end{array}\right\}
$$

Theorem 3.1. The Fourier-Galerkin spectral approximation (3.3) \& (3.7) is the $m^{\text {th }}$ partial sum of the Fourier series of $u$. Consequently $\left(u_{m}\right)_{m=1}^{\infty}$ converges to $u$ in $\mathbf{L}^{2}\left((0, T), \mathbf{H}_{\text {per }}^{1}(0,2 \pi)\right)$ and $\mathbf{C}^{0}\left([0, T], \mathbf{L}^{2}(0,2 \pi)\right)$.

Proof. This is a consequence of (2.30) and (2.38), where the Fourier series of $u$ and the solution to (3.1) and (3.7) are given respectively. The convergence of the sequence $\left(u_{m}\right)_{m=1}^{\infty}$ to $u$ in the stated topologies was established in Step 3 (p. 32) of the proof of Theorem 2.4.

Remark 3.2. An alternative proof of the convergence of the Fourier-Galerkin spectral approximation (3.3) \& (3.7) can be found using the classical framework of Lax-Richtmyer, i.e. consistency and stability (cf. Dautray \& Lions (2000c: p. 37)).

The approximation (3.3) \& (3.7) is consistent in the sense that there exist, for $m \in \mathbf{N}$, projection operators $P_{m}: \mathbf{L}^{2}(0,2 \pi) \rightarrow \mathbf{S}_{m}$ such that

$$
\begin{equation*}
\lim _{m \rightarrow \infty}\left\|v-P_{m} v\right\|_{0}=0 \text { for all } v \in \mathbf{L}^{2}(0,2 \pi) . \tag{3.8}
\end{equation*}
$$

Indeed, taking $P_{m} v:=\sum_{k=-m}^{m}\left\langle v, w_{k}\right\rangle w_{k}$, Theorem 1.1.3 immediately leads to (3.8).
In addition, the approximation is stable in the sense that

$$
\begin{equation*}
\left\|u_{m}(t)\right\|_{0}^{2} \leq\left\|u_{0}\right\|_{0}^{2}+\frac{1}{\alpha}\|f\|_{\mathbf{L}^{2}\left((0, T), \mathbf{L}^{2}(0,2 \pi)\right)}^{2} \text { where } \alpha=\min \{b, c\} . \tag{3.9}
\end{equation*}
$$

This follows directly from (2.46), since
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$$
\left.\begin{array}{rll} 
& \frac{1}{2}\left\|u_{m}(t)\right\|_{0}^{2}+\frac{\alpha}{2} \int_{0}^{t}\left\|u_{m}(s)\right\|_{1}^{2} d s \\
\leq & \frac{1}{2}\left\|u_{m}(t)\right\|_{0}^{2}+\alpha \int_{0}^{t}\left\|u_{m}(s)\right\|_{1}^{2} d s & \\
\leq & \frac{1}{2} \sum_{k=-m}^{m}\left|\left\langle u_{0}, w_{k}\right\rangle_{0}\right|^{2}+\int_{0}^{t} a\left(u_{m}(s), u_{m}(s)\right) d s & \left.\begin{array}{l}
\mathbf{H}^{1}(0,2 \pi) \text {-coercivity of } a \\
\text { Parseval identity }
\end{array}\right) \\
=\frac{1}{2} \sum_{k=-m}^{m}\left|\left\langle u_{0}, w_{k}\right\rangle_{0}\right|^{2}+\int_{0}^{t}\left\langle f(s), u_{m}(s)\right\rangle_{0} d s & \text { (Energy equality) } \\
\leq \frac{1}{2} \sum_{k=-m}^{m}\left|\left\langle u_{0}, w_{k}\right\rangle_{0}\right|^{2}+\int_{0}^{t}\|f(s)\|_{0}\left\|u_{m}(s)\right\|_{1} d s & \text { (Cauchy -Schwarz } \\
\text { inequality }
\end{array}\right)
$$

In addition to the above convergence results, we have the following exponential rate of convergence:

Theorem 3.3. For $m \in \mathbf{N}$, there holds the pointwise error estimate

$$
\begin{equation*}
\left\|u(t)-u_{m}(t)\right\|_{0} \leq \frac{1}{m}\left\|\frac{d u}{d x}(t)\right\|_{0} \text { for } t \in(0, T) . \tag{3.10}
\end{equation*}
$$

Furthermore, if $u$ satisfies the regularity condition

$$
\begin{equation*}
u(t) \in \mathbf{H}^{p}(0,2 \pi) \text { for } t \in(0, T) \tag{3.11}
\end{equation*}
$$

for some integer $p>1$, then

$$
\begin{gather*}
\left\|u(t)-u_{m}(t)\right\|_{0} \leq \frac{1}{m^{p}}\left\|\frac{d^{p} u}{d x^{p}}(t)\right\|_{0} \text { for } t \in(0, T)  \tag{3.12}\\
\left\|u(t)-u_{m}(t)\right\|_{1} \leq \frac{1}{m^{p-1}}\left\|\frac{d^{p-1} u}{d x^{p-1}}(t)\right\|_{1} \text { for } t \in(0, T) . \tag{3.13}
\end{gather*}
$$

Proof. If $u$ satisfies (3.11) for some $p \in \mathbf{N}$, then

$$
\begin{aligned}
\left\|u(t)-u_{m}(t)\right\|_{0}^{2} & =\sum_{|k|>m}\left|\left\langle u(t), w_{k}\right\rangle_{0}\right|^{2} \quad \text { (Parseval identity) } \\
& =\sum_{|k|>m} \frac{1}{k^{2 p}}\left|k^{p}\left\langle u(t), w_{k}\right\rangle_{0}\right|^{2} \\
& \leq \frac{1}{m^{2 p}} \sum_{|k|>m}\left|k^{p}\left\langle u(t), w_{k}\right\rangle_{0}\right|^{2}
\end{aligned}
$$
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$$
\begin{aligned}
\left\|u(t)-u_{m}(t)\right\|_{0}^{2} & \leq \frac{1}{m^{2 p}} \sum_{k \in \mathbf{Z}}\left|k^{p}\left\langle u(t), w_{k}\right\rangle_{0}\right|^{2} \\
& =\frac{1}{m^{2 p}}\left\|\frac{d^{p} u}{d x^{p}}(t)\right\|_{0}^{2} \quad \text { (Parseval identity). }
\end{aligned}
$$

Since

$$
\begin{equation*}
\left\|u(t)-u_{m}(t)\right\|_{1}^{2}=\left\|u(t)-u_{m}(t)\right\|_{0}^{2}+\left\|\frac{d u}{d x}(t)-\frac{d u_{m}}{d x}(t)\right\|_{0}^{2} \text { with } \frac{d u}{d x}(t) \in \mathbf{H}^{p-1}(0,2 \pi), \tag{3.14}
\end{equation*}
$$

the estimate (3.13) follows from (3.12).

Remark 3.4. If $u_{0} \in \mathbf{H}_{\mathrm{per}}^{1}(0,2 \pi)$, we know that $u(t) \in \mathbf{H}^{2}(0,2 \pi)$, i.e. $p=2$ (cf. Theorem 2.8).

Remark 3.5. The estimates in Theorem 3.3 are sharper than those obtained by Thomée (1997: Chapter 1), essentially because in this case $u_{m}(t)$ is the best approximation of $u(t)$ in $\mathbf{S}_{m}$ with respect to the inner product $\langle\cdot \cdot\rangle_{0}$ (cf. Reddy (1998: pp. 192-193), Canuto et al (1988: p. 277)).

For example, Thomée (1997: Theorem 1.3) states that

$$
\begin{equation*}
\left\|u(t)-u_{m}(t)\right\|_{0} \leq\left\|u_{0}-u_{m}(0)\right\|_{0}+\frac{C}{m}\left(\left\|u_{0}\right\|_{1}+\int_{0}^{t}\left\|\frac{d u}{d s}(s)\right\|_{1} d s\right) \tag{3.15}
\end{equation*}
$$

under the assumptions

$$
\begin{equation*}
u(t) \in \mathbf{H}^{2}(0,2 \pi) \text { and } \frac{d u}{d t}(t) \in \mathbf{H}^{1}(0,2 \pi) \tag{3.16}
\end{equation*}
$$

Our rate of convergence $\left\|u(t)-u_{m}(t)\right\|_{0}=\mathrm{O}\left(\frac{1}{m}\right)$ in (3.10) is valid without this assumption. Even when (3.16) is met, our estimate is sharper. Indeed, using the seminorm on $\mathbf{H}^{1}(0,2 \pi)$ defined by

$$
\begin{equation*}
|v|_{1}:=\left\|\frac{d v}{d x}\right\|_{0} \text { for } v \in \mathbf{H}^{1}(0,2 \pi) \tag{3.17}
\end{equation*}
$$

we have

$$
\begin{aligned}
\left\|u(t)-u_{m}(t)\right\|_{0} & \leq \frac{1}{m}\left\|\frac{d u}{d x}(t)\right\|_{0} \\
& =\frac{1}{m}|u(t)|_{1}
\end{aligned}
$$
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$$
\begin{aligned}
\left\|u(t)-u_{m}(t)\right\|_{0} & \leq \frac{1}{m}\left|u_{0}+\int_{0}^{t} \frac{d u}{d t}(s) d s\right|_{1} \\
& \leq \frac{1}{m}\left(\left\|\frac{d u_{0}}{d x}\right\|_{0}+\int_{0}^{t}\left\|\frac{\partial^{2} u}{\partial x \partial t}(s)\right\|_{0} d s\right)
\end{aligned}
$$

## Chapter 4. Finite difference methods for a first order initial value problem

This chapter is devoted to some numerical approximations of initial value problems for ordinary differential equations. In Section 4.1, we define, in a general framework, the concepts of consistency, zero-stability and convergence of finite difference methods that correspond to linear one-step methods. These concepts are applied to the classical $\theta$-method in Section 4.2. In Section 4.3, we design an original scheme, the non-standard $\theta$-method, which has the advantage of preserving some qualitative properties of the solution of the initial value problem.

### 4.1. Generalities

We consider the initial value problem for the first order ordinary differential equation

$$
\left.\begin{array}{rl}
D y \equiv \frac{d y}{d t} & =g(t, y) \text { in }(0, T)  \tag{4.1}\\
y(0) & =\eta .
\end{array}\right\}
$$

We assume once and for all that the problem (4.1) is well-posed, i.e. it has a unique solution that depends continuously upon the data. Typically, this is true when the function $(t, z) \rightarrow g(t, z)$ is continuous on $(0, T) \times(-\infty, \infty)$ and satisfies the Lipschitz condition

$$
\begin{equation*}
\left|g\left(t, z_{1}\right)-g\left(t, z_{2}\right)\right| \leq L\left|z_{1}-z_{2}\right| \text { for all } t \in(0, T), z_{1} \in(-\infty, \infty) \text { and } z_{2} \in(-\infty, \infty) \tag{4.2}
\end{equation*}
$$

for some constant $L$ (cf. Lambert (1991: p. 6), Burden \& Faires (1997: pp. 256-257)). Consequently, we assume that (4.2) is true. Whenever necessary, we assume more regularity on $g$ so that the solution $y$ is smoother.

For the numerical approximation of (4.1), we fix an integer $N$, and define the step-size

$$
\begin{equation*}
\Delta t:=\frac{T}{N} \tag{4.3}
\end{equation*}
$$

We then replace the continuous interval $[0, T]$ by the mesh of equidistant points

$$
\begin{equation*}
\left\{t_{n} \mid t_{n}:=n \Delta t \text { for } n=0,1, \mathrm{~K}, N\right\} . \tag{4.4}
\end{equation*}
$$

For $n=0,1, \mathrm{~K}, N, y_{n}$ is used to denote an approximation of $y\left(t_{n}\right)$, whereas $g_{n}$ denotes $g\left(t_{n}, y_{n}\right)$. The finite difference method entails solving in $y_{n}$ the equation

$$
\begin{equation*}
D_{\Delta t} y_{n}=F_{\Delta t}\left(y_{n}, g_{n}\right), \tag{4.5}
\end{equation*}
$$

where $D_{\Delta t}$ is a difference operator such that $D_{\Delta t} y_{n}$ approximates $D y\left(t_{n}\right)$, and $F_{\Delta t}\left(y_{n}, g_{n}\right)$ approximates $g\left(t_{n}, y\left(t_{n}\right)\right)$ in some way.

The finite difference method that we consider in this work is a particular case of the linear onestep methods investigated by Lambert (1973: Chapters $2 \& 3$, 1991: Chapter 3). Consequently the three concepts that form an integral part of contemporary analysis of numerical methods are defined below in accordance to Lambert.

## Definition 4.1.1.

(a) Consistency. (Lambert, 1991: p. 28) The finite difference scheme (4.5), viewed as a linear onestep method, is called consistent, provided that for all well-posed initial value problems (4.1) with exact solution $y$, the truncation error $D_{\Delta t} y(t)-F_{\Delta t}(y(t), g(t, y(t)))$ satisfies

$$
\begin{equation*}
\lim _{\Delta t \rightarrow \infty}\left(D_{\Delta t} y(t)-F_{\Delta t}(y(t), g(t, y(t)))\right)=0 \text { for any } t \in[0, T] . \tag{4.6}
\end{equation*}
$$

(b) Zero-stability. (Lambert, 1991: p. 32) The finite difference scheme (4.5) is called zero-stable if there exist constants $K>0$ and $h_{0}>0$ such that, for all $\Delta t \in\left(0, h_{0}\right]$, the relation $\left|y_{n}-\tilde{y}_{n}\right| \leq K \varepsilon$ holds whenever $\left|\delta_{n}-\tilde{\delta}_{n}\right| \leq \varepsilon$ for a given accuracy $\varepsilon>0$ and any two perturbations $\left(\delta_{n}\right)_{n=0}^{N}$ and $\left(\tilde{\delta}_{n}\right)_{n=0}^{N}$ of the data in (4.1) with corresponding perturbed solutions $\left(y_{n}\right)_{n=0}^{N}$ and $\left(\tilde{y}_{n}\right)_{n=0}^{N}$.
(c) Convergence. (Lambert, 1973: p. 22) The finite difference scheme (4.5), viewed as a linear one-step method, is called convergent if, for all well-posed initial value problems (4.1) with exact solution $y$, we have

$$
\begin{equation*}
\lim _{\substack{\Delta \rightarrow 0 \\ n \Delta t}}\left|y_{n}-y(t)\right|=0 \text { for any } t \in[0, T] \tag{4.7}
\end{equation*}
$$

for all solutions $\left(y_{n}\right)_{n=0}^{N}$ of (4.5) satisfying $y_{0}=\eta(\Delta t)$, where $\lim _{\Delta t \rightarrow 0} \eta(\Delta t)=\eta$.

In this conceptual framework, we have the following equivalence theorem due to Dahlquist (cited by Lambert (1973: p. 33, 1991: p. 36)):

Theorem 4.1.2. The necessary and sufficient conditions of the method (4.5) to be convergent are that it be both consistent and zero-stable.

### 4.2. The $\theta$-method

The $\theta$-method for approximating (4.1) reads

$$
\left.\begin{array}{rl}
\frac{y_{n+1}-y_{n}}{\Delta t} & =\theta g_{n+1}+(1-\theta) g_{n} \text { for } n=0,1, \mathrm{~K}, N-1  \tag{4.8}\\
y_{0} & =\eta
\end{array}\right\}
$$

where $\theta \in[0,1]$ is a given parameter. In the notation of (4.5), we have

$$
\begin{equation*}
D_{\Delta t} y_{n}=\frac{y_{n+1}-y_{n}}{\Delta t} \text { and } F_{\Delta t}\left(y_{n}, g_{n}\right)=\theta g_{n+1}+(1-\theta) g_{n} \tag{4.9}
\end{equation*}
$$

As mentioned earlier, the $\theta$-method (4.8) is a linear one-step method, the structure of a linear $k$ step method being (Lambert, 1973: p. 4)

$$
\begin{equation*}
\frac{1}{\Delta t} \sum_{j=0}^{k} \alpha_{j} y_{n+j}=\sum_{j=0}^{k} \beta_{j} g_{n+j} \text { for } n=0,1, \mathrm{~K}, N-1 \tag{4.10}
\end{equation*}
$$

For some specific values of $\theta$, the $\theta$-method is known under the names indicated below:

| Value of $\boldsymbol{\theta}$ | Name of method |
| :---: | :--- |
| $\theta=0$ | Forward Euler method |
| $\theta=\frac{1}{2}$ | Trapezoidal rule, Crank-Nicolson method |
| $\theta=1$ | Backward Euler method |

We now present the convergence of the $\theta$-method.

Theorem 4.2.1. The $\theta$-method (4.8) is consistent, zero-stable and thus convergent.
Proof. To prove consistency, we consider any well-posed initial value problem (4.1) with continuously differentiable solution $y$ on $[0, T]$. The truncation error of the $\theta$-method (4.8) at a fixed $t \in[0, T]$ is

$$
\begin{equation*}
\tau_{\Delta t}(t):=\frac{y(t+\Delta t)-y(t)}{\Delta t}-(\theta g(t+\Delta t, y(t+\Delta t))+(1-\theta) g(t, y(t))) . \tag{4.11}
\end{equation*}
$$

We therefore have

$$
\begin{aligned}
\lim _{\Delta t \rightarrow 0} \tau_{\Delta t}(t) & =\lim _{\Delta t \rightarrow 0}\left(\frac{y(t+\Delta t)-y(t)}{\Delta t}-(\theta g(t+\Delta t, y(t+\Delta t))+(1-\theta) g(t, y(t)))\right) \\
& =\lim _{\Delta t \rightarrow 0}\left(\frac{y(t+\Delta t)-y(t)}{\Delta t}\right)-\lim _{\Delta t \rightarrow 0}(\theta g(t+\Delta t, y(t+\Delta t)))+(1-\theta) g(t, y(t))
\end{aligned}
$$

$$
\begin{aligned}
\lim _{\Delta t \rightarrow 0} \tau_{\Delta t}(t) & =\frac{d y}{d t}(t)-g(t, y(t)) \\
& =0 .
\end{aligned}
$$

By Definition 4.1.1(a), this means that the $\theta$-method is consistent.
For zero-stability, it is difficult to proceed directly by using Definition 4.1.1(b). However, it is known that the linear multi-step method (4.10) is zero-stable if and only if every root of the first characteristic polynomial

$$
\begin{equation*}
\rho(z):=\sum_{j=0}^{k} \alpha_{j} z^{j} \tag{4.12}
\end{equation*}
$$

has modulus less than or equal to 1, and those with modulus 1 are simple (cf. Lambert (1991: p. $35)$ ). Since the $\theta$-method (4.8) is a linear one-step method for which the only root, $z=1$, of the corresponding polynomial $\rho(z)$ is simple, we conclude that the $\theta$-method is zero-stable.

Using Theorem 4.1.2, (4.7) follows.

Remark 4.2.2. Some clarification is necessary about the convergence proved in Theorem 4.2.1. In view of Definition 4.1.1(b), the zero-stability of the $\theta$-method simply means that this method is insensitive to perturbations whenever the step-size $\Delta t$ approaches 0 . In other words, zero-stability controls the manner in which errors accumulate, but only in the limit as $\Delta t \rightarrow 0$. However, in practice the limit of $\Delta t$ is never reached. What one obtains are different discrete solutions corresponding to different non-zero values of $\Delta t$.

In this regard, there exist several examples of linear multi-step methods that are convergent, i.e. consistent and zero-stable, but for which a value $h_{0}$ of the step-size may be found such that, for $\Delta t>h_{0}$, the error of the method increases as $\Delta t$ increases, whereas for $\Delta t<h_{0}$ it decreases. Let us illustrate this fact for the forward Euler method (i.e. $\theta=0$ in (4.8)). For this method, it can be shown (cf. Burden \& Faires (1997: pp. 264-266)) that there holds the error bound

$$
\begin{equation*}
\left|y\left(t_{n}\right)-y_{n}\right| \leq \frac{M \Delta t}{2 L}\left(e^{L t_{n}}-1\right) \text { for } n=0,1, \mathrm{~K}, N, \tag{4.13}
\end{equation*}
$$

where $L$ is the Lipschitz constant in (4.2) and $y$ is supposed to be of class $\mathbf{C}^{2}[0, T]$ such that

$$
\begin{equation*}
\left|\frac{d^{2} y}{d t^{2}}(t)\right| \leq M<\infty \text { for } t \in[0, T] \tag{4.14}
\end{equation*}
$$

for some constant $M$. Furthermore, if one considers the perturbed Euler method

$$
\begin{align*}
\tilde{y}_{n+1} & =\tilde{y}_{n}+\Delta \operatorname{tg}\left(t_{n}, \tilde{y}_{n}\right)+\delta_{n+1} \text { for } n=0,1, \mathrm{~K}, N-1  \tag{4.15}\\
\tilde{y}_{0} & =\eta+\delta_{0},
\end{align*}
$$

where $\left|\delta_{n}\right| \leq \delta$ for $n=0,1, \mathrm{~K}, N$, then Burden \& Faires show that

$$
\begin{equation*}
\left|y\left(t_{n}\right)-\tilde{y}_{n}\right| \leq \frac{2}{L}\left(\frac{M \Delta t}{2}+\frac{\delta}{\Delta t}\right)\left(e^{L t_{n}}-1\right)+\left|\delta_{0}\right| e^{L t_{n}} \text { for } n=0,1, \mathrm{~K}, N . \tag{4.16}
\end{equation*}
$$

The error bound (4.16) is no longer linear in $\Delta t$. In fact, since

$$
\begin{equation*}
\lim _{\Delta t \rightarrow 0}\left(\frac{M \Delta t}{2}+\frac{\delta}{\Delta t}\right)=\infty \tag{4.17}
\end{equation*}
$$

the error would be expected to become large for sufficiently small values of $\Delta t$. Let

$$
\begin{equation*}
E(\Delta t):=\frac{M \Delta t}{2}+\frac{\delta}{\Delta t} \tag{4.18}
\end{equation*}
$$

Then

$$
\begin{equation*}
\frac{d E}{d \Delta t}(\Delta t)=\frac{M}{2}-\frac{\delta}{(\Delta t)^{2}} \tag{4.19}
\end{equation*}
$$

and if $\Delta t<\sqrt{\frac{2 \delta}{M}}$, then $\frac{d E}{d \Delta t}(\Delta t)<0$ and $E$ is decreasing. Similarly, if $\Delta t>\sqrt{\frac{2 \delta}{M}}$, then $\frac{d E}{d \Delta t}(\Delta t)>0$ and $E$ is increasing. The minimal value of $E$ occurs when

$$
\begin{equation*}
\Delta t=\sqrt{\frac{2 \delta}{M}} \tag{4.20}
\end{equation*}
$$

Decreasing $\Delta t$ beyond this value will tend to increase the total error in the approximation.

The above comments motivate the need for another stability theory that applies when $\Delta t$ takes a fixed non-zero value. For a fixed step-size $\Delta t>0$, stability of the $\theta$-method means that the propagation of error is insignificant as $n \rightarrow \infty$. Following Raviart \& Thomas (1983: Chapter 7), we assume, as usual, that the derivative $\frac{\partial g}{\partial y}$ is constant, and consider the model and test problem

$$
\left.\begin{array}{rl}
\frac{d y}{d t} & =-\lambda y \text { in }(0, \infty)  \tag{4.21}\\
y(0) & =\eta,
\end{array}\right\}
$$

where, for convenience, we have

$$
\begin{equation*}
-\lambda \equiv \frac{\partial g}{\partial y}<0 \tag{4.22}
\end{equation*}
$$

The solution of (4.21) is

$$
\begin{equation*}
y(t)=\eta e^{-\lambda t} . \tag{4.23}
\end{equation*}
$$

The $\theta$-method (4.8) applied to (4.21) yields

$$
\begin{aligned}
y_{n+1} & =\frac{1-(1-\theta) \lambda \Delta t}{1+\theta \lambda \Delta t} y_{n} \text { for } n \in \mathbf{N} \\
y_{0} & =\eta
\end{aligned}
$$

and therefore

$$
\begin{equation*}
y_{n}=\left(\frac{1-(1-\theta) \lambda \Delta t}{1+\theta \lambda \Delta t}\right)^{n} \eta \text { for } n \in \mathbf{N} . \tag{4.24}
\end{equation*}
$$

The exact solution (4.23) and the discrete solution (4.24) are identical at the initial time $t=0$. In view of (4.23) and (4.24), the propagation of error will be insignificant as $n \rightarrow \infty$ if and only if

$$
\begin{equation*}
\left|\frac{1-(1-\theta) \lambda \Delta t}{1+\theta \lambda \Delta t}\right| \leq 1, \tag{4.25}
\end{equation*}
$$

which is the condition of stability for the $\theta$-method for a fixed $\Delta t$. When

$$
\begin{equation*}
\left|\frac{1-(1-\theta) \lambda \Delta t}{1+\theta \lambda \Delta t}\right|<1 \tag{4.26}
\end{equation*}
$$

we say that the $\theta$-method is absolutely stable for the fixed step-size $\Delta t$ to express the fact that $\left(y_{n}\right)_{n=1}^{\infty}$ in (4.24) goes to 0 as $n \rightarrow \infty$, like $y(t)$ in (4.23) as $t \rightarrow \infty$.

Remark 4.2.3. It is easy to see that if $\theta \geq \frac{1}{2}$, then the $\theta$-method is stable for any $\Delta t>0$. According to standard terminology, the $\theta$-method is then said to be unconditionally stable. If $\theta<\frac{1}{2}$, then the $\theta$ method is stable only for $\Delta t$ satisfying

$$
\begin{equation*}
\lambda \Delta t \leq \frac{2}{1-2 \theta} \tag{4.27}
\end{equation*}
$$

In this case, the $\theta$-method is called conditionally stable.

Remark 4.2.4. Setting $h:=-\lambda \Delta t$, the number

$$
\begin{equation*}
x=\frac{1+(1-\theta) h}{1-\theta h} \tag{4.28}
\end{equation*}
$$

is the only root of the stability polynomial $\pi(r, h)$ (defined by Lambert (1973: p. 65)) for the $\theta$ method (4.8) viewed as a linear one-step method (4.10). It is in terms of (4.28) and (4.26) that Lambert (1991: p. 70) defines the concept of absolute stability.

### 4.3. The non-standard $\theta$-method

In this section, we will develop an original powerful variant of the $\theta$-method. We assume that the initial value problem for the first order differential equation (4.1) is autonomous, i.e.

$$
\left.\begin{array}{rl}
D y \equiv \frac{d y}{d t} & =g(y) \text { in }(0, T)  \tag{4.29}\\
y(0) & =\eta,
\end{array}\right\}
$$

the other conditions on $g$ being satisfied.
Non-standard finite difference schemes for (4.29) were introduced by Mickens (1994: Chapter 4) as powerful numerical methods that preserve significant properties of exact solutions of the involved differential equations. Schemes were empirically developed using a collection of rules set by Mickens.

Anguelov \& Lubuma (2000, 2001a, 2001b) provide some mathematical justifications for the success of these empirical procedures. In particular, non-standard finite difference schemes can be defined as follows by using two of Mickens' rules:

Definition 4.3.1. The scheme (4.5) is called a non-standard finite difference method if at least one of the following conditions is met:
(a) In the first order discrete derivative $D_{\Delta t} y_{n}$ that occurs in (4.5), the traditional denominator $\Delta t$ is replaced by a positive function $\phi$ such that

$$
\begin{equation*}
\phi(\Delta t)=\Delta t+\mathrm{O}\left((\Delta t)^{2}\right) \text { as } \Delta t \rightarrow 0 . \tag{4.30}
\end{equation*}
$$

(b) Non-linear terms in $g(y)$ are approximated in a non-local way, i.e. by a suitable function of several points of the mesh (e.g. $\left.\left(y\left(t_{n}\right)\right)^{2} \approx y_{n} y_{n+1},\left(y\left(t_{n}\right)\right)^{3} \approx y_{n}^{2} y_{n+1}\right)$.

The power of the non-standard finite difference method over the standard method is expressed in the next definition:

Definition 4.3.2. P-stability. (Anguelov \& Lubuma (2000, 2001a)) Assume that the solutions of (4.29) satisfy some property $\mathbf{P}$. The numerical scheme (4.5) is called (qualitatively) stable with respect to the property $\mathbf{P}$ (or $\mathbf{P}$-stable) if, for every value of $\Delta t>0$, the set of solutions of (4.5) satisfy property $\mathbf{P}$.

Our aim is to construct a non-standard $\theta$-method that is stable with respect to the properties of fixed-points of (4.29). Our construction is based on Definition 4.3.1(a) (often referred to as renormalization of the denominator). In other words, we are, in view of (4.8), looking for discrete schemes of the form

$$
\begin{equation*}
\frac{y_{n+1}-y_{n}}{\phi(\Delta t)}=\theta g_{n+1}+(1-\theta) g_{n} \text { for } n=0,1, \mathrm{~K}, N-1 \tag{4.31}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
y_{n+1}=y_{n}+\phi(\Delta t)\left(\theta g_{n+1}+(1-\theta) g_{n}\right) \equiv G\left(\Delta t, y_{n}, y_{n+1}\right) \text { for } n=0,1, \mathrm{~K}, N-1 \tag{4.32}
\end{equation*}
$$

with suitable initial values.

Definition 4.3.3. Fixed-point of differential equation. Any constant $\tilde{y}$ such that $g(\tilde{y})=0$, is called a fixed-point of the differential equation (4.29).

We consider fixed-points with regard to the behaviour of the other solutions of the differential equation around them. Generally, fixed-points which attract other solutions in some neighbourhood when $t \rightarrow \infty$, are called stable, those that repulse other solutions are called unstable. We restrict our study to hyperbolic fixed-points $\tilde{y}$, i.e. fixed-points $\tilde{y}$ satisfying the relation

$$
\begin{equation*}
J \equiv \frac{d g}{d y}(\tilde{y}) \neq 0 \tag{4.33}
\end{equation*}
$$

The reason for this restriction is the Hartman \& Grobman theorem (Stuart \& Humphries, 1998: pp. $156 \& 164$ ), which guarantees that the asymptotic behaviour of solutions of (4.29) with initial data near $\tilde{y}$ may be reduced to the behaviour of solutions of the linear equation

$$
\begin{equation*}
\frac{d \varepsilon}{d t}=J \varepsilon \tag{4.34}
\end{equation*}
$$

The equation (4.34) may formally be obtained as follows. Consider the perturbed trajectory $y(t):=\tilde{y}+\varepsilon(t)$. We have

$$
\begin{aligned}
\frac{d \varepsilon}{d t} & =\frac{d y}{d t} \\
& =g(\tilde{y}+\varepsilon) \\
& =g(\tilde{y})+\varepsilon \frac{d g}{d y}(\tilde{y})+O\left(\varepsilon^{2}\right),
\end{aligned}
$$

using a Taylor expansion of $g$ around $\tilde{y}$. Since we are only interested in small values of $\varepsilon$, we retain only the linear part of this differential equation, and (4.34) follows.

Definition 4.3.4. Linear stability of fixed-point of differential equation. A hyperbolic fixed-point $\tilde{y}$ of (4.29) is called linearly stable provided that the solution $\varepsilon$ of (4.34) corresponding to any small enough initial data satisfies $\lim _{t \rightarrow \infty} \varepsilon(t)=0$. Otherwise, the fixed-point is called linearly unstable.

Remark 4.3.5. The linear stability of a hyperbolic fixed-point $\tilde{y}$ of (4.29) is equivalent to having $J<0$ in (4.33). Likewise, a fixed-point $\tilde{y}$ is linearly unstable if and only if $J>0$ in (4.33).

We now turn to the discrete analogue of our discussion on fixed-points.

Definition 4.3.6. Fixed-point of discrete scheme. A constant $\tilde{y}$ is called a fixed-point of the difference scheme (4.31) or (4.32) if $y_{n}=\tilde{y}$ is a fixed-point of the mapping $G$ in (4.32).

Remark 4.3.7. In view of the definition of $G, \tilde{y}$ is a fixed-point of the discrete scheme (4.31) if and only if $\tilde{y}$ is a fixed-point of the differential equation in (4.29).

Let $\tilde{y}$ be a fixed-point of the discrete scheme (4.31). Consider, from (4.31), the discrete trajectory $y_{n}:=\tilde{y}+\varepsilon_{n}$ and the discrete perturbation equation

$$
\begin{equation*}
\frac{\varepsilon_{n+1}-\varepsilon_{n}}{\phi(\Delta t)}=\theta g\left(\tilde{y}+\varepsilon_{n+1}\right)+(1-\theta) g\left(\tilde{y}+\varepsilon_{n}\right) \text { for } n=0,1, \mathrm{~K}, N-1 . \tag{4.35}
\end{equation*}
$$

Taylor expansion of $g\left(\tilde{y}+\varepsilon_{n+1}\right)$ and $g\left(\tilde{y}+\varepsilon_{n}\right)$ around $\tilde{y}$ yields, on retaining only the linear part in $\varepsilon_{n}$, the equation

$$
\begin{equation*}
\frac{\varepsilon_{n+1}-\varepsilon_{n}}{\phi(\Delta t)}=\theta J \varepsilon_{n+1}+(1-\theta) J \varepsilon_{n} \text { for } n=0,1, \mathrm{~K}, N-1, \tag{4.36}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\varepsilon_{n+1}=J_{\Delta t} \varepsilon_{n} \text { with } J_{\Delta t}=\frac{1+\phi(\Delta t)(1-\theta) J}{1-\phi(\Delta t) \theta J} \text { for } n=0,1, \mathrm{~K}, N-1 \text {, } \tag{4.37}
\end{equation*}
$$

which is the discrete analogue of the error equation (4.34).

Definition 4.3.8. Linear stability of fixed-point of discrete scheme. Assume that $\tilde{y}$ is a hyperbolic fixed-point of (4.29). As a fixed-point of (4.31), this $\tilde{y}$ is called linearly stable provided that the solution $\left(\varepsilon_{n}\right)_{n \geq 0}$ of (4.37) corresponding to any small enough initial data satisfies $\lim _{n \rightarrow \infty} \varepsilon_{n}=0$. Otherwise, the fixed-point is called linearly unstable.
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Remark 4.3.9. The linear stability of a hyperbolic fixed-point $\tilde{y}$ of (4.31) is equivalent to having $\left|J_{\Delta t}\right|<1$ in (4.37). Likewise, a fixed-point $\tilde{y}$ is linearly unstable if and only if $\left|J_{\Delta t}\right| \geq 1$ in (4.37).

We now formalize the stability under consideration, as a special case of the $\mathbf{P}$-stability in Definition 4.3.2:

Definition 4.3.10. Elementary stability. The finite difference scheme (4.5) is called elementary stable if, for any value of the step-size $\Delta t$, its only fixed-points $\tilde{y}$ are those of the differential equation (4.29), the linear stability properties of each $\tilde{y}$ being the same for both the differential equation and the discrete scheme.

Theorem 4.3.11. The standard $\theta$-method (4.8) is not elementary stable.
Proof. It is sufficient to consider the forward Euler method. i.e. $\theta=0$ in (4.8). Let $\tilde{y}$ be a fixedpoint of the differential equation (4.29) and the finite difference scheme (4.8). The discrete error equation (4.37) becomes

$$
\begin{equation*}
\varepsilon_{n+1}=(1+J \Delta t) \varepsilon_{n} \text { for } n=0,1, \mathrm{~K}, N-1 \text {, } \tag{4.38}
\end{equation*}
$$

so that

$$
\begin{equation*}
\varepsilon_{n}=(1+J \Delta t)^{n} \varepsilon_{0} \text { for } n=0,1, \mathrm{~K}, N . \tag{4.39}
\end{equation*}
$$

Suppose that the fixed-point $\tilde{y}$ is linearly stable for the differential equation (4.29) (i.e. $J<0$ ). However, $\left(\varepsilon_{n}\right)_{n=1}^{\infty}$ diverges for $\Delta t \geq \frac{2}{-J}$, which means that $\tilde{y}$ is linearly unstable for the finite difference scheme (4.8).

Remark 4.3.12. The only exception to the result in Theorem 4.3.11 is the Crank-Nicolson method, i.e. $\theta=\frac{1}{2}$, which is elementary stable (cf. Anguelov \& Lubuma (2001a)).

In contrast to the negative result in Theorem 4.3.11, we have the following new elementary stable non-standard scheme that extends the results of Anguelov \& Lubuma (2001a) and Mickens (1994: Section 4.2) regarding the forward and backward Euler methods:

Theorem 4.3.13. Let $\phi$ be a real-valued function on $\mathbf{R}$ that satisfies (4.30) and the additional condition

$$
\begin{equation*}
0<\phi(x)<1 \text { for } x>0 \tag{4.40}
\end{equation*}
$$

(e.g. $\phi(x)=1-e^{-x}$ ). Assume that the differential equation (4.29) has a finite number of fixed-points, all hyperbolic. Set

$$
\begin{equation*}
q:=\max \left\{\left\lvert\, \frac{d g}{d y}(\tilde{y})\right. \| g(\tilde{y})=0\right\} . \tag{4.41}
\end{equation*}
$$

Then the non-standard $\theta$-method

$$
\left.\begin{array}{rl}
\frac{y_{n+1}-y_{n}}{\frac{\phi(q \Delta t)}{q}} & =\theta g_{n+1}+(1-\theta) g_{n} \text { for } n=0,1, \mathrm{~K}, N-1  \tag{4.42}\\
y_{0} & =\eta
\end{array}\right\}
$$

or

$$
\begin{equation*}
D_{\Delta t} y_{n}=\frac{y_{n+1}-y_{n}}{\frac{\phi(q \Delta t)}{q}} \text { and } F_{\Delta t}\left(y_{n}, g_{n}\right)=\theta g_{n+1}+(1-\theta) g_{n} \tag{4.43}
\end{equation*}
$$

in the notation of (4.5), is elementary stable.
Proof. By Remark 4.3.7, $\tilde{y}$ is a fixed-point of the differential equation (4.29) if and only if $\tilde{y}$ is a fixed-point of (4.42).

Suppose that $\tilde{y}$ is a hyperbolic fixed-point of (4.29). The discrete error equation (4.37) reads

$$
\begin{equation*}
\varepsilon_{n+1}=\left(\frac{1+\phi(q \Delta t)(1-\theta) \frac{J}{q}}{1-\phi(q \Delta t) \theta \frac{J}{q}}\right) \varepsilon_{n} \text { for } n=0,1, \mathrm{~K}, N-1 \tag{4.44}
\end{equation*}
$$

so that

$$
\begin{equation*}
\varepsilon_{n}=\left(\frac{1+\phi(q \Delta t)(1-\theta) \frac{J}{q}}{1-\phi(q \Delta t) \theta \frac{J}{q}}\right)^{n} \varepsilon_{0} \text { for } n=0,1, \mathrm{~K}, N \tag{4.45}
\end{equation*}
$$

If $\tilde{y}$ is linearly unstable for the differential equation (i.e. $J>0$ ), then

$$
\begin{equation*}
\left|\frac{1+\phi(q \Delta t)(1-\theta) \frac{J}{q}}{1-\phi(q \Delta t) \theta \frac{J}{q}}\right|=\frac{1+\phi(q \Delta t)(1-\theta) \frac{J}{q}}{1-\phi(q \Delta t) \theta \frac{J}{q}} \geq 1 \tag{4.46}
\end{equation*}
$$

which, in view of (4.45), implies that $\left(\varepsilon_{n}\right)_{n \geq 1}$ diverges. Thus $\tilde{y}$ is also a linearly unstable fixed-point of the non-standard scheme (4.42). If, on the other hand, $\tilde{y}$ is linearly stable for the differential equation (i.e. $J<0$ ), then

$$
\begin{aligned}
\left|\frac{1+\phi(q \Delta t)(1-\theta) \frac{J}{q}}{1-\phi(q \Delta t) \theta \frac{J}{q}}\right| & =\left|\frac{1-\phi(q \Delta t)(1-\theta) \frac{|J|}{q}}{1+\phi(q \Delta t) \theta \frac{|J|}{q}}\right| \\
& =\frac{1-\phi(q \Delta t)(1-\theta) \frac{|J|}{q}}{1+\phi(q \Delta t) \theta \frac{|J|}{q}} \\
& <1
\end{aligned}
$$

because of (4.40) and (4.41). Consequently, in view of (4.45), $\left(\varepsilon_{n}\right)_{n \geq 1}$ converges to 0 . Therefore $\tilde{y}$ is also linearly stable for the non-standard scheme (4.42).

The non-standard $\theta$-method preserves the zero-stability, consistency and convergence properties of the standard $\theta$-method.

Theorem 4.3.14. The non-standard $\theta$-method (4.42) is consistent, zero-stable and thus convergent.
Proof. This is a consequence of Theorem 6 in Anguelov \& Lubuma (2001a), observing that the function $F_{\Delta t}$ in (4.43) satisfies the Lipschitz condition

$$
\begin{equation*}
\sup _{n \in \mathbf{N}}\left|F_{\Delta t}\left(y_{n}, g\left(y_{n}\right)\right)-F_{\Delta t}\left(z_{n}, g\left(z_{n}\right)\right)\right| \leq \operatorname{Lup}_{n \in \mathbf{N}}\left|y_{n}-z_{n}\right| \tag{4.47}
\end{equation*}
$$

for any two bounded sequences $\left(y_{n}\right)_{n=1}^{\infty}$ and $\left(z_{n}\right)_{n=1}^{\infty}$, and $L$ the constant in (4.2). Indeed,

$$
\begin{array}{ll}
\left|F_{\Delta t}\left(y_{n}, g\left(y_{n}\right)\right)-F_{\Delta t}\left(z_{n}, g\left(z_{n}\right)\right)\right| & \\
=\left|\theta\left(g\left(y_{n+1}\right)-g\left(z_{n+1}\right)\right)+(1-\theta)\left(g\left(y_{n}\right)-g\left(z_{n}\right)\right)\right| & \\
\leq \theta\left|g\left(y_{n+1}\right)-g\left(z_{n+1}\right)\right|+(1-\theta)\left|g\left(y_{n}\right)-g\left(z_{n}\right)\right| & \text { (Triangle inequality) } \\
\leq L\left(\theta\left|y_{n+1}-z_{n+1}\right|+(1-\theta)\left|y_{n}-z_{n}\right|\right) & \text { (Lipschitz condition on } g \text { ) } \\
\leq L \sup _{n \in \mathbf{N}}\left|y_{n}-z_{n}\right| . &
\end{array}
$$

Remark 4.3.15. The non-standard $\theta$-method is absolutely stable for all values of $\theta \in[0,1]$ and $\Delta t>0$. Indeed, the non-standard analogue of (4.24) is given by
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$$
\begin{equation*}
y_{n}=\left(\frac{1-\phi(\lambda \Delta t)(1-\theta)}{1+\phi(\lambda \Delta t) \theta}\right)^{n} \eta . \tag{4.48}
\end{equation*}
$$

Using (4.40), it follows that

$$
\begin{equation*}
\left|\frac{1-\phi(\lambda \Delta t)(1-\theta)}{1+\phi(\lambda \Delta t) \theta}\right|<1 . \tag{4.49}
\end{equation*}
$$

At the end of this chapter, we have the following comparative table, which clearly shows the power of the non-standard $\theta$-method (4.42) over the standard $\theta$-method (4.8):

| Property | Standard $\boldsymbol{\theta}$-method | Non-standard $\boldsymbol{\theta}$-method |
| :--- | :--- | :--- |
| Consistency | Yes | Yes |
| Zero-stability | Yes | Yes |
| Convergence | Yes | Yes |
| Absolute stability for all $\Delta t$ | No | Yes |
| Elementary stability for all $\theta$ | No | Yes |

## Chapter 5. Full discretization of the general linear diffusion problem

In this chapter, we consider a fully discrete (i.e. in both the $x$ and $t$ variables) approximation of the general linear diffusion problem (2.1)-(2.3) or (2.17)-(2.19):

$$
\left.\begin{array}{rl}
\frac{\partial u}{\partial t}-c \frac{\partial^{2} u}{\partial x^{2}}+b u & =f \text { on }(0,2 \pi) \times(0, T) \\
u(x, 0) & =u_{0}(x) \tag{5.1}
\end{array}\right\}
$$

The Fourier-Galerkin spectral method (3.3) \& (3.7) is used for the spatial approximation. For the discretization in time, we will consider, in turn, the $\theta$-method (as discussed in Section 4.2) and the non-standard $\theta$-method (Section 4.3).

We return to the notation used in Chapters 2 and 3. In particular, we will make use of the eigenvalues $\left\{\lambda_{k}\right\}_{k \in \mathbf{Z}}$ and eigenfunctions $\left\{w_{k}\right\}_{k \in \mathbf{Z}}$ of the eigenvalue problem (2.23), as given by (2.25) and (2.26):

$$
\begin{equation*}
\lambda_{k}=c k^{2}+b \text { and } w_{k}(x)=\frac{1}{\sqrt{2 \pi}} e^{i k x} . \tag{5.2}
\end{equation*}
$$

As previously, we will also assume that $u$ denotes the solution of (5.1) in the sense of Theorem 2.4.
In addition, for a given number of time steps $N$ and step-size $\Delta t$ defined by (4.3), we replace, as before, the interval $[0, T]$ by the mesh (4.4). We adopt the notation

$$
\begin{equation*}
g_{k, n}:=\left\langle f\left(t_{n}\right), w_{k}\right\rangle_{0} \text { and } f_{m, n}:=\sum_{k=-m}^{m}\left\langle f\left(t_{n}\right), w_{k}\right\rangle_{0} w_{k}, \tag{5.3}
\end{equation*}
$$

and denote by $\alpha_{k, n}$ the finite difference approximation to $\alpha_{k}\left(t_{n}\right)$. Moreover, we set

$$
\begin{equation*}
u_{m, n}:=\sum_{k=-m}^{m} \alpha_{k, n} w_{k} . \tag{5.4}
\end{equation*}
$$

### 5.1. Spectral- $\theta$-method

For fixed $m \in \mathbf{N}$ and $k=-m,-m+1, \mathrm{~K}, m$, the sequence $\left(\alpha_{k, n}\right)_{n=0}^{N}$ is determined by applying the $\theta$ method (4.8) to the initial value problem (2.37) given by

$$
\left.\begin{array}{c}
\frac{d}{d t} \alpha_{k}(t)+\lambda_{k} \alpha_{k}(t)=\left\langle f(t), w_{k}\right\rangle \text { for } t \in(0, T)  \tag{5.5}\\
\alpha_{k}(0)=\left\langle u_{0}, w_{k}\right\rangle
\end{array}\right\}
$$

In other words, $\left(\alpha_{k, n}\right)_{n=0}^{N}$ solves the difference equation

$$
\left.\begin{array}{rl}
\frac{\alpha_{k, n+1}-\alpha_{k, n}}{\Delta t}+\lambda_{k}\left(\theta \alpha_{k, n+1}+(1-\theta) \alpha_{k, n}\right) & =\theta g_{k, n+1}+(1-\theta) g_{k, n} \text { for } n=0,1, \mathrm{~K}, N-1  \tag{5.6}\\
\alpha_{k, 0} & =\left\langle u_{0}, w_{k}\right\rangle_{0}
\end{array}\right\}
$$

Multiplying (5.6) by $w_{k}$, summing over $k=-m,-m+1, \mathrm{~K}, m$, taking the inner product with any $v \in \mathbf{S}_{m}$ (with $\mathbf{S}_{m}$ defined in (2.31)) and using the identity (2.24) in successive order lead to the spectral- $\theta$-method

$$
\left.\begin{array}{rl}
\left\langle\frac{u_{m, n+1}-u_{m, n}}{\Delta t}, v\right\rangle_{0}+a\left(\theta u_{m, n+1}+(1-\theta) u_{m, n}, v\right)= & \left\langle\theta f_{m, n+1}+(1-\theta) f_{m, n}, v\right\rangle_{0}  \tag{5.7}\\
& \text { for } n=0,1, \mathrm{~K}, N-1 \text { and } v \in \mathbf{S}_{m} \\
u_{m, 0}= & \sum_{k=-m}^{m}\left\langle u_{0}, w_{k}\right\rangle_{0} w_{k} .
\end{array}\right\}
$$

Remark 5.1.1. The simple structure of (5.5) is due to the orthonormality of the basis $\left\{w_{k}\right\}_{k=-m}^{m}$ of $\mathbf{S}_{m}$. In general, for an arbitrary basis $\left\{w_{k}\right\}_{k=-m}^{m}$, the analogue of (5.5) is obtained as follows. Define the vectors

$$
\mathcal{\alpha}(t):=\left[\begin{array}{c}
\alpha_{-m}(t)  \tag{5.8}\\
\alpha_{-m+1}(t) \\
\mathrm{M} \\
\alpha_{m}(t)
\end{array}\right], \beta:=\left[\begin{array}{c}
\left\langle u_{0}, w_{-m}\right\rangle_{0} \\
\left\langle u_{0}, w_{-m+1}\right\rangle_{0} \\
\mathrm{M} \\
\left\langle u_{0}, w_{m}\right\rangle_{0}
\end{array}\right] \text { and } \hat{\chi}(t):=\left[\begin{array}{c}
\left\langle f(t), w_{-m}\right\rangle_{0} \\
\left\langle f(t), w_{-m+1}\right\rangle_{0} \\
\mathrm{M} \\
\left\langle f(t), w_{m}\right\rangle_{0}
\end{array}\right],
$$

and the mass matrix $\mathbf{M}=\left(m_{i j}\right):=\left(\left\langle w_{j}, w_{i}\right\rangle_{0}\right)$ as well as the stiffness matrix $\mathbf{R}=\left(r_{i j}\right):=\left(a\left(w_{j}, w_{i}\right)\right)$. Then the general form of (5.5) is the first-order initial-value problem

$$
\left.\begin{array}{rl}
\mathbf{M} \frac{d \alpha}{d t}(t)+\mathbf{R} \alpha(t) & =\hat{\chi}(t) \text { for } t \in(0, T)  \tag{5.9}\\
\rho(0) & =\rho
\end{array}\right\}
$$

The $\theta$-method for the system (5.9) is

$$
\begin{gathered}
\frac{1}{\Delta t} \mathbf{M}\left(\rho_{n+1}-\rho_{n}\right)+\mathbf{R}\left(\theta \dot{\alpha}_{n+1}^{\rho}+(1-\theta) \alpha_{n}\right)=\theta \ell\left(t_{n+1}\right)+(1-\theta) \chi^{\rho}\left(t_{n}\right) \text { for } n=0,1, \mathrm{~K}, N-1 \\
\rho_{0}=\rho .
\end{gathered}
$$

Despite the simple structure of (5.5), it is a stiff system, as is the general system (5.9). The stiffness of (5.9) means the following (Dautray \& Lions, 2000c: p. 68): Some of the characteristic values of the system (5.9), i.e. eigenvalues $\lambda$ satisfying

$$
\begin{equation*}
\lambda \mathbf{M} \ddot{\alpha}(t)=\mathbf{R} \dot{\alpha}(t), \tag{5.10}
\end{equation*}
$$

have small or bounded modulus as $m \rightarrow \infty$, i.e. the dimension of the system tends to $\infty$ (which is necessary to obtain convergence in space), while others have very large modulus, which tends to $\infty$ with $m$.

Theorem 5.1.2. For $\frac{1}{2} \leq \theta \leq 1$, the spectral $-\theta$-method (5.7) is stable in the sense of Lax-Richtmyer, i.e.

$$
\begin{equation*}
\left\|u_{m, n}\right\|_{0} \leq K\left\|u_{m, 0}\right\|_{0} \text { for } n \Delta t \leq T \tag{5.11}
\end{equation*}
$$

for some constant $K \geq 0$.
Proof. We use $\operatorname{diag}\left(a_{k}\right)_{k=-m}^{m}$ to denote the diagonal matrix with entries $\left(a_{k}\right)_{k=-m}^{m}$, and define

$$
\boldsymbol{\alpha}_{m, n}:=\left[\begin{array}{c}
\alpha_{-m, n}  \tag{5.12}\\
\alpha_{-m+1, n} \\
\mathrm{M} \\
\alpha_{m, n}
\end{array}\right] .
$$

Then (5.7) (with $f=0$ ) is equivalent to

$$
\begin{aligned}
\rho_{m, n+1}-\rho_{m, n} & =\operatorname{diag}\left(-\Delta t \lambda_{k}\right)_{k=-m}^{m}\left(\theta \rho_{m, n+1}+(1-\theta) \alpha_{m, n}\right) \\
\operatorname{diag}\left(1+\Delta t \theta \lambda_{k}\right)_{k=-m}^{m} \alpha_{m, n+1} & =\operatorname{diag}\left(1-\Delta t(1-\theta) \lambda_{k}\right)_{k=-m}^{m} \alpha_{m, n} \\
\rho_{m, n+1} & =\operatorname{diag}\left(\frac{1-\Delta t(1-\theta) \lambda_{k}}{1+\Delta t \theta \lambda_{k}}\right)_{k=-m}^{m} \rho_{m, n} .
\end{aligned}
$$

Using $\|\cdot\|_{E}$ to denote the Euclidean norm, we have

$$
\begin{equation*}
\left\|\alpha_{m, n+1}\right\|_{\mathrm{E}}=\left\|\operatorname{diag}\left(\frac{1-\Delta t(1-\theta) \lambda_{k}}{1+\Delta t \theta \lambda_{k}}\right)_{k=-m}^{m} \varrho_{m, n}\right\|_{2} \leq\left\|\oint_{m, n}\right\|_{\mathrm{E}} \tag{5.13}
\end{equation*}
$$

since $\frac{1-\Delta t(1-\theta) \lambda_{k}}{1+\Delta t \theta \lambda_{k}} \leq 1$ for $\frac{1}{2} \leq \theta \leq 1$ (cf. Remark 4.2.3). Hence $\left\|\alpha_{m, n}\right\|_{E} \leq\left\|\alpha_{m, 0}\right\|_{E}$. Thus

$$
\begin{aligned}
\left\|u_{m, n}\right\|_{0}^{2} & \left.=\sum_{k=-m}^{m}\left|\alpha_{k, n}\right|^{2} \quad \text { (Parseval identity }\right) \\
& \leq \sum_{k=-m}^{m}\left|\alpha_{k, 0}\right|^{2} \\
& =\left\|u_{m, 0}\right\|_{0}^{2} \quad \text { (Parseval identity) } .
\end{aligned}
$$

Remark 5.1.3. We know (cf. Theorem 2.4) that the problem (5.1) is well-posed (see Dautray \& Lions (2000c: p. 36)). Therefore, in view of the Lax equivalence theorem (Dautray \& Lions, 2000c: p. 37), the spectral- $\theta$-method would be convergent for $\frac{1}{2} \leq \theta \leq 1$, in the sense that

$$
\begin{equation*}
\lim _{\substack{m \rightarrow \infty \\ \text { at } \\ n \Delta t=t}}\left\|u(t)-u_{m, n}\right\|_{0}=0 \text { for all } t \in(0, T) \tag{5.14}
\end{equation*}
$$

under the assumption that the method is consistent.

We now present a result on the order of convergence, following, to some extent, Raviart \& Thomas (1983: pp. 177-178):

Theorem 5.1.4. For $m \in \mathbf{N}$, the solution $\left\{u_{m, n}\right\}_{n=0}^{N}$ in $\mathbf{S}_{m}$ of the scheme (5.7) satisfies the following estimates:
(a) If $\frac{1}{2}<\theta \leq 1$ and $u \in \mathbf{C}^{1}\left([0, T], \mathbf{H}_{\text {per }}^{1}(0,2 \pi)\right) \cap \mathbf{C}^{2}\left([0, T], \mathbf{L}^{2}(0,2 \pi)\right)$, there exists for any $h_{0}>0$ a constant $C>0$ such that for all $\Delta t \leq h_{0}$, we have

$$
\begin{equation*}
\left\|u_{m, n}-u\left(t_{n}\right)\right\|_{0} \leq \frac{1}{m}\left\|\frac{d u}{d x}\left(t_{n}\right)\right\|_{0}+C\left(\int_{0}^{t_{n}}\left\|\frac{d u_{m}}{d t}(s)-\frac{d u}{d t}(s)\right\|_{0} d s+\Delta t \int_{0}^{t_{n}}\left\|\frac{d^{2} u}{d t^{2}}(s)\right\|_{0} d s\right) . \tag{5.15}
\end{equation*}
$$

(b) If $\theta=\frac{1}{2}$ and $u \in \mathbf{C}^{1}\left([0, T], \mathbf{H}_{\text {per }}^{1}(0,2 \pi)\right) \cap \mathbf{C}^{3}\left([0, T], \mathbf{L}^{2}(0,2 \pi)\right)$, then

$$
\begin{equation*}
\left\|u_{m, n}-u\left(t_{n}\right)\right\|_{0} \leq \frac{1}{m}\left\|\frac{d u}{d x}\left(t_{n}\right)\right\|_{0}+\int_{0}^{t_{n}}\left\|\frac{d u_{m}}{d t}(s)-\frac{d u}{d t}(s)\right\|_{0} d s+C(\Delta t)^{2^{2}} \int_{0}^{t_{n}}\left\|\frac{d^{3} u}{d t^{3}}(s)\right\|_{0} d s, \tag{5.16}
\end{equation*}
$$

where $C$ is independent of $m, \Delta t$ and $u$.
(c) If $0 \leq \theta<\frac{1}{2}$ and $u \in \mathbf{C}^{1}\left([0, T], \mathbf{H}_{\text {per }}^{1}(0,2 \pi)\right) \cap \mathbf{C}^{2}\left([0, T], \mathbf{L}^{2}(0,2 \pi)\right)$, we have, under the stability condition $\lambda_{m} \Delta t \leq \frac{2}{1-2 \theta}$ (cf. (4.27)), the formula

$$
\begin{equation*}
\left\|u_{m, n}-u\left(t_{n}\right)\right\|_{0} \leq \frac{1}{m}\left\|\frac{d u}{d x}\left(t_{n}\right)\right\|_{0}+\int_{0}^{t_{n}}\left\|\frac{d u_{m}}{d t}(s)-\frac{d u}{d t}(s)\right\|_{0} d s+C \Delta t \int_{0}^{t_{n}}\left\|\frac{d^{2} u}{d t^{2}}(s)\right\|_{0} d s \tag{5.17}
\end{equation*}
$$

where $C$ is independent of $m, \Delta t$ and $u$.
Proof. The proof is given in full by Raviart \& Thomas (1983: p. 178). We shall restrict ourselves to a straightforward proof for the case $\theta=1$, following Thomée (1997: Theorem 1.5). Consider

$$
\begin{equation*}
e_{m, n}:=u_{m, n}-u_{m}\left(t_{n}\right), \tag{5.18}
\end{equation*}
$$

the error between the fully discrete approximation and the semi-discrete spectral approximation at $t=t_{n}$. Adding and subtracting terms in (5.7) and rearrangement yield, for all $v \in \mathbf{S}_{m}$,

$$
\begin{equation*}
\left\langle\frac{e_{m, n+1}-e_{m, n}}{\Delta t}, v\right\rangle_{0}+a\left(e_{m, n+1}, v\right)=\left\langle f_{m, n+1}, v\right\rangle_{0}-\left\langle\frac{u_{m}\left(t_{n+1}\right)-u_{m}\left(t_{n}\right)}{\Delta t}, v\right\rangle_{0}-a\left(u_{m}\left(t_{n+1}\right), v\right) . \tag{5.19}
\end{equation*}
$$

Using (2.18), (5.19) becomes

$$
\begin{equation*}
\left\langle\frac{e_{m, n+1}-e_{m, n}}{\Delta t}, v\right\rangle_{0}+a\left(e_{m, n+1}, v\right)=\left\langle\frac{d u}{d t}\left(t_{n+1}\right)-\frac{u_{m}\left(t_{n+1}\right)-u_{m}\left(t_{n}\right)}{\Delta t}, v\right\rangle_{0} \text { for all } v \in \mathbf{S}_{m} . \tag{5.20}
\end{equation*}
$$

Substituting $v=e_{m, n+1}$ into (5.20) and observing that $a\left(e_{m, n+1}, e_{m, n+1}\right) \geq 0$, we obtain

$$
\begin{array}{rll}
\left\langle\frac{e_{m, n+1}-e_{m, n}}{\Delta t}, e_{m, n+1}\right\rangle_{0} & \leq\left\|\frac{u_{m}\left(t_{n+1}\right)-u_{m}\left(t_{n}\right)}{\Delta t}-\frac{d u}{d t}\left(t_{n+1}\right)\right\|_{0}\left\|_{m, n+1}\right\|_{0} & \left.\quad \begin{array}{l}
\text { Cauchy-Schwarz } \\
\text { inequality }
\end{array}\right) \\
\frac{1}{\Delta t}\left\|e_{m, n+1}\right\|_{0}^{2} \leq\left\|\frac{u_{m}\left(t_{n+1}\right)-u_{m}\left(t_{n}\right)}{\Delta t}-\frac{d u}{d t}\left(t_{n+1}\right)\right\|_{0}\left\|e_{m, n+1}\right\|_{0}+\frac{1}{\Delta t}\left\langle e_{m, n}, e_{m, n+1}\right\rangle_{0} & \\
\left\|e_{m, n+1}\right\|_{0}^{2} \leq\left(\Delta t\left\|\frac{u_{m}\left(t_{n+1}\right)-u_{m}\left(t_{n}\right)}{\Delta t}-\frac{d u}{d t}\left(t_{n+1}\right)\right\|_{0}+\left\|e_{m, n}\right\|_{0}\right)\left\|e_{m, n+1}\right\|_{0} \quad & \left.\quad \begin{array}{l}
\text { Cauchy -Schwarz } \\
\text { inequality }
\end{array}\right),
\end{array}
$$

so that

$$
\begin{equation*}
\left\|e_{m, n+1}\right\|_{0} \leq \Delta t\left\|\frac{u_{m}\left(t_{n+1}\right)-u_{m}\left(t_{n}\right)}{\Delta t}-\frac{d u}{d t}\left(t_{n+1}\right)\right\|_{0}+\left\|e_{m, n}\right\|_{0} . \tag{5.21}
\end{equation*}
$$

Repeated application of (5.21) leads to

$$
\left.\begin{array}{rl}
\left\|e_{m, n}\right\|_{0} \leq & \Delta t \sum_{k=0}^{n-1}\left\|\frac{u_{m}\left(t_{k+1}\right)-u_{m}\left(t_{k}\right)}{\Delta t}-\frac{d u}{d t}\left(t_{k+1}\right)\right\|_{0} \\
\leq & \Delta t \sum_{k=0}^{n-1}\left\|\frac{u_{m}\left(t_{k+1}\right)-u_{m}\left(t_{k}\right)}{\Delta t}-\frac{u\left(t_{k+1}\right)-u\left(t_{k}\right)}{\Delta t}\right\|_{0} \\
& +\Delta t \sum_{k=0}^{n-1}\left\|\frac{u\left(t_{k+1}\right)-u\left(t_{k}\right)}{\Delta t}-\frac{d u}{d t}\left(t_{k+1}\right)\right\|_{0}
\end{array}\right\} \text { (Triangle inequality) }
$$

$$
\begin{aligned}
\left\|e_{m, n}\right\|_{0} & \left.\leq \sum_{k=0}^{n-1}\| \|_{t_{k}}^{t_{k+1}}\left(\frac{d u}{d t}(s)-\frac{d u_{m}}{d t}(s)\right) d s\left\|_{0}+\sum_{k=0}^{n-1}\right\|_{\|_{k_{k}}}^{t_{k+1}}\left(s-t_{k}\right) \frac{d^{2} u}{d t^{2}}(s) d s \|_{0} \quad \begin{array}{l}
\text { Taylor formula with integral } \\
\text { form of the remainder }
\end{array}\right) \\
& \leq \sum_{k=0}^{n-1} \int_{t_{k}}^{t_{k}}\left\|\frac{d u}{d t}(s)-\frac{d u_{m}}{d t}(s)\right\|_{0} d s+\Delta t \sum_{k=0}^{n-1} \int_{t_{k}+1}^{t_{k}}\left\|\frac{d^{2} u}{d t^{2}}(s)\right\|_{0} d s \\
& =\int_{0}^{t_{0}}\left\|\frac{d u}{d t}(s)-\frac{d u_{m}}{d t}(s)\right\|_{0} d s+\Delta t \int_{0}^{t_{n}}\left\|\frac{d^{2} u}{d t^{2}}(s)\right\|_{0} d s .
\end{aligned}
$$

Then we have

$$
\begin{aligned}
\left\|u_{m, n}-u\left(t_{n}\right)\right\|_{0} & \leq\left\|u_{m}\left(t_{n}\right)-u\left(t_{n}\right)\right\|_{0}+\left\|e_{m, n}\right\|_{0} \\
& \leq \frac{1}{m}\left\|\frac{d u}{d x}\left(t_{n}\right)\right\|_{0}+\int_{0}^{t_{n}}\left\|\frac{d u_{m}}{d t}(s)-\frac{d u}{d t}(s)\right\|_{0}^{d s+\Delta t} \int_{0}^{t_{n}}\left\|\frac{d^{2} u}{d t^{2}}(s)\right\|_{0}^{d s} \quad \text { (Triangle inequality ) }
\end{aligned}
$$

due to (3.10) and our calculations here.

The error estimates can be improved upon by using any regularity properties of $u$.

Corollary 5.1.5. Suppose that

$$
\begin{equation*}
u(t) \in \mathbf{H}^{2}(0,2 \pi) \text { and } \frac{d u}{d t}(t) \in \mathbf{H}^{1}(0,2 \pi) \tag{5.22}
\end{equation*}
$$

(cf. (2.50)-(2.51)). For $m \in \mathbf{N}$, the solution $\left\{u_{m, n}\right\}_{n=0}^{N}$ in $\mathbf{S}_{m}$ of the scheme (5.7) satisfies the following estimates:
(a) If $\frac{1}{2}<\theta \leq 1$ and $u \in \mathbf{C}^{1}\left([0, T], \mathbf{H}_{\text {per }}^{1}(0,2 \pi)\right) \cap \mathbf{C}^{2}\left([0, T], \mathbf{L}^{2}(0,2 \pi)\right)$, there exists for any $h_{0}>0$ a constant $C>0$ such that for all $\Delta t \leq h_{0}$, we have

$$
\begin{equation*}
\left\|u_{m, n}-u\left(t_{n}\right)\right\|_{0} \leq \frac{1}{m^{2}}\left\|\frac{d^{2} u}{d x^{2}}(t)\right\|_{0}+C\left(\frac{1}{m} \int_{0}^{t_{n}}\left\|\frac{\partial^{2} u}{\partial x \partial t}(s)\right\|_{0} d s+\Delta t \int_{0}^{t_{n}}\left\|\frac{d^{2} u}{d t^{2}}(s)\right\|_{0} d s\right) . \tag{5.23}
\end{equation*}
$$

(b) If $\theta=\frac{1}{2}$ and $u \in \mathbf{C}^{1}\left([0, T], \mathbf{H}_{\text {per }}^{1}(0,2 \pi)\right) \cap \mathbf{C}^{3}\left([0, T], \mathbf{L}^{2}(0,2 \pi)\right)$, then

$$
\begin{equation*}
\left\|u_{m, n}-u\left(t_{n}\right)\right\|_{0} \leq \frac{1}{m^{2}}\left\|\frac{d^{2} u}{d x^{2}}(t)\right\|_{0}+\frac{1}{m} \int_{0}^{t_{n}}\left\|\frac{\partial^{2} u}{\partial x \partial t}(s)\right\|_{0} d s+C(\Delta t)^{2^{t_{n}}} \int_{0}^{d_{0}}\left\|\frac{d^{3} u}{d t^{3}}(s)\right\|_{0} d s, \tag{5.24}
\end{equation*}
$$

where $C$ is independent of $m, \Delta t$ and $u$.
(c) If $0 \leq \theta<\frac{1}{2}$ and $u \in \mathbf{C}^{1}\left([0, T], \mathbf{H}_{\text {per }}^{1}(0,2 \pi)\right) \cap \mathbf{C}^{2}\left([0, T], \mathbf{L}^{2}(0,2 \pi)\right)$, we have, under the stability condition $\lambda_{m} \Delta t \leq \frac{2}{1-2 \theta}$ (cf. (4.27)), the formula

$$
\begin{equation*}
\left\|u_{m, n}-u\left(t_{n}\right)\right\|_{0} \leq \frac{1}{m^{2}}\left\|\frac{d^{2} u}{d x^{2}}(t)\right\|_{0}+\frac{1}{m} \int_{0}^{t_{n}}\left\|\frac{\partial^{2} u}{\partial x \partial t}(s)\right\|_{0} d s+C \Delta t \int_{0}^{t_{n}}\left\|\frac{d^{2} u}{d t^{2}}(s)\right\|_{0} d s, \tag{5.25}
\end{equation*}
$$

where $C$ is independent of $m, \Delta t$ and $u$.
Proof. These results follow easily by using (3.12).

### 5.2. Spectral-non-standard $\theta$-method

The choice of the spectral- $\theta$-method in Section 5.1, with $\theta$ lying in the interval $\left[\frac{1}{2}, 1\right]$, was motivated by what we studied in Section 4.2. In that section, we proved that the $\theta$-method, applied to an initial value problem for a first order differential equation, is stable for any $\Delta t>0$ if and only if $\theta \in\left[\frac{1}{2}, 1\right]$ (cf. Remark 4.2.3).

However, in Section 4.3, we considered the non-standard $\theta$-method, which is elementary stable (Theorem 4.3.13) as well as absolutely stable (Remark 4.3.15) for any $\Delta t>0$ and $\theta \in[0,1]$. It is therefore natural to wonder whether the use of the non-standard $\theta$-method could provide fully discrete spectral methods with better stability properties than the method we studied in Section 5.1.

In this section, we describe some possible spectral non-standard $\theta$-methods, the full analysis of which will be done in further study. The procedure to design non-standard schemes for initial valueboundary value problems such as (5.1) is due to Mickens (1994: Chapter 7) and formalized by Anguelov \& Lubuma (2001a).

The stationary case of the problem (5.1) is the boundary value problem

$$
\left.\begin{array}{rl}
-c \frac{d^{2} u}{d x^{2}}+b u & =f \text { on }(0,2 \pi)  \tag{5.26}\\
u(0) & =u(2 \pi) .
\end{array}\right\}
$$

According to the analysis done in Section 1.2 and Chapter 4, a discrete solution to (5.26) is obtained by the Fourier-Galerkin spectral method as

$$
\begin{equation*}
u_{m}(x)=\sum_{k=-m}^{m} \alpha_{k} w_{k}(x) \tag{5.27}
\end{equation*}
$$

or, equivalently,

$$
\left.\begin{array}{rl}
u_{m} & \in \mathbf{S}_{m}  \tag{5.28}\\
a\left(u_{m}, v\right) & =\langle f, v\rangle_{0} \text { for all } v \in \mathbf{S}_{m} .
\end{array}\right\}
$$

The space-independent case of (5.1) is the initial value problem

$$
\left.\begin{array}{c}
\frac{d u}{d t}+b u=f \text { on }(0, T)  \tag{5.29}\\
u(0)=u_{0} \equiv \eta .
\end{array}\right\}
$$

For the decay problem

$$
\left.\begin{array}{c}
\frac{d u}{d t}+b u=0 \text { on }(0, T)  \tag{5.30}\\
u(0)=\eta,
\end{array}\right\}
$$

the non-standard $\theta$-method developed in Theorem 4.3.13 reads

$$
\left.\begin{array}{rl}
\frac{u_{n+1}-u_{n}}{\frac{\phi(b \Delta t)}{b}}+\theta b u_{n+1}+(1-\theta) b u_{n} & =0 \text { for } n=0,1, \mathrm{~K}, N-1  \tag{5.31}\\
u_{0} & =\eta
\end{array}\right\}
$$

where $\phi$ satisfies the conditions (4.30), (4.40). Notice that his scheme is elementary stable, even if $b<0$. Another elementary stable non-standard scheme that could be considered for (5.30) is

$$
\left.\begin{array}{rl}
\frac{u_{n+1}-u_{n}}{\frac{1-e^{-b \Delta t}}{b}}+b u_{n} & =0 \text { for } n=0,1, \mathrm{~K}, N-1  \tag{5.32}\\
u_{0} & =\eta .
\end{array}\right\}
$$

The scheme (5.32) is exact (cf. Mickens (1994: p. 71)) in the sense that $u\left(t_{n}\right)=u_{n}$ for $u$ the solution of (5.30).

In view of (5.31) and (5.32), the following non-standard schemes may be considered for (5.29):

$$
\left.\begin{array}{rl}
\frac{u_{n+1}-u_{n}}{\frac{\phi(b \Delta t)}{b}}+\theta b u_{n+1}+(1-\theta) b u_{n} & =\theta f_{n+1}+(1-\theta) f_{n} \text { for } n=0,1, \mathrm{~K}, N-1 \\
u_{0} & =\eta  \tag{5.34}\\
\frac{u_{n+1}-u_{n}}{\frac{1-e^{-b \Delta t}}{b}}+b u_{n} & =f_{n} \text { for } n=0,1, \mathrm{~K}, N-1 \\
u_{0} & =\eta .
\end{array}\right\}
$$

We may now combine (5.28) and (5.33) to obtain the following spectral-non-standard $\theta$-method for (5.1):

$$
\begin{align*}
\left\langle\frac{u_{m, n+1}-u_{m, n}}{\frac{\phi(b \Delta t)}{b}}, v\right\rangle_{0}+a\left(\theta u_{m, n+1}+(1-\theta) u_{m, n}, v\right)= & \left\langle\theta f_{m, n+1}+(1-\theta) f_{m, n}, v\right\rangle_{0} \\
& \text { for } n=0,1, \mathrm{~K}, N-1 \text { and } v \in \mathbf{S}_{m}  \tag{5.35}\\
u_{m, 0} & =\sum_{k=-m}^{m}\left\langle u_{0}, w_{k}\right\rangle_{0} w_{k} .
\end{align*}
$$

Another spectral-non-standard scheme results from (5.28) and (5.34), and reads as follows:

$$
\begin{align*}
\left\langle\frac{u_{m, n+1}-u_{m, n}}{\frac{1-e^{-b \Delta t}}{b}}, v\right\rangle_{0}+a\left(b u_{m, n}, v\right)= & \left\langle f_{m, n}, v\right\rangle_{0} \\
& \text { for } n=0,1, \mathrm{~K}, N-1 \text { and } v \in \mathbf{S}_{m}  \tag{5.36}\\
u_{m, 0}= & \sum_{k=-m}^{m}\left\langle u_{0}, w_{k}\right\rangle_{0} w_{k} .
\end{align*}
$$

Notice that the non-standard schemes (5.35) and (5.36) can be defined as such even when $f=f(u)$ in (5.1).

For $m \in \mathbf{N}$ fixed, applying the non-standard $\theta$-method (4.42) (with $\phi$ satisfying (4.30) and (4.40), and $q$ defined by (4.41)) to (5.5) yields

$$
\left.\begin{array}{c}
\frac{\alpha_{k, n+1}-\alpha_{k, n}}{\frac{\phi\left(\lambda_{m} \Delta t\right)}{\lambda_{m}}}+\lambda_{k}\left(\theta \alpha_{k, n+1}+(1-\theta) \alpha_{k, n}\right)=\theta g_{k, n+1}+(1-\theta) g_{k, n} \text { for } n=1,2, \mathrm{~K}, N  \tag{5.37}\\
\alpha_{k, 0}=\left\langle u_{0}, w_{k}\right\rangle_{0}
\end{array}\right\}
$$

If, in (5.1), we have $f=0$, then the method (5.37) is elementary stable (by Theorem 4.3.13). From (5.37) it follows (similar to the derivation of (5.7) from (5.6)) that

$$
\left\langle\begin{array}{rl}
\left\langle\frac{u_{m, n+1}-u_{m, n}}{\left.\frac{\phi\left(\lambda_{m} \Delta t\right)}{\lambda_{m}}, v\right\rangle_{0}+a\left(\theta u_{m, n+1}+(1-\theta) u_{m, n}, v\right)}=\left\langle\theta f_{m, n+1}+(1-\theta) f_{m, n}, v\right\rangle_{0}\right. \\
\text { for } n=0,1, \mathrm{~K}, N-1 \text { and } v \in \mathbf{S}_{m} \tag{5.38}
\end{array}\right\}
$$

The spectral-non-standard $\theta$-methods (5.35), (5.36) and (5.38) obtained for (5.1) are all elementary stable in the limit space-independent case (5.30). Further qualitative properties (e.g. convergence) of these schemes, as well as the study of some numerical experiments, form an integral part of our ongoing research.
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