
Partial mirror symmetry II: Generators and relations

Brent Everitt and John Fountain ⋆

Abstract. We continue our development of the theory of reflection monoids by first deriving a presentation for
a general reflection monoid from a result of Easdown, East andFitzgerald for factorizable inverse monoids. We
then derive “Popova” style presentations for reflection monoids built from Boolean hyperplane arrangements and
reflection arrangements.

Introduction

In [3] we initiated the formal study of “partial mirror symmetry”–the theory of monoids gen-
erated by partial reflections. The principle acheivements of the theory to date, after identifying
and formulating the notion itself, are to observe a number ofexamples of reflection monoids
occuring in nature and determine their orders.

In this paper we continue the programme with a general presentation for reflection monoids,
which we then interpret for a number of the key examples. Historically, this goes back to Popova
[7], who gave a simple presentation for the symmetric inverse monoidIn with generators the
transpositions(i, i + 1) ∈ Sn (the standard Coxeter generators forSn as a Weyl group) and a
single idempotent. Just as the symmetric group is the “simplest” family of finite (real) reflection
groups, so the symmetric inverse monoid is the simplest family of finite real reflection monoids.
In our language,In is the Boolean reflection monoid of typeAn−1, just asSn is the Weyl group
of typeAn−1.

We thus recover Popova’s presentation from our general one,as well as a number of others of
course. There are other interesting “geometric” interpretations of the Popova presentation: it was
recovered in [2] from a presentation for the “braid monoid” on n strands, much as one recovers
the Coxeter presentation forSn from a presentation for Artin’s braid group.

This paper is organized as follows: we remember reflection monoid terminology from the first
paper in the series in§1. The idempotents in our monoids offer many of the difficulties in writing
presentations, so they deserve a special section (§2) of their own. Our general presentation is
then Theorem 1 of§3, obtained by massaging a presentation for factorizable inverse monoids
obtained recently in [1]. The last two sections,§§4-5 interpret the various ingredients of Theorem
1 and perform a few more simplifications for the Boolean and reflection arrangement monoids.

1. Preliminaries on reflection monoids

We summarize the notation and conventions of the first paper in the series:V is a vector space
over a fieldF andW ⊂ GL(V ) a group generated by reflections. The main theorems of the
paper in§3 work at this level of generality, but later we will restrictto the caseF = R andW
finite, in which caseW = W (Φ) is determined by a root systemΦ in V . In particular we shall
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Type Root systemΦ Coxeter symbol and simple system

An−1 (n ≥ 2) {xi − xj (1 ≤ i 6= j ≤ n)}
x1 − x2

x2 − x3

xn−2 − xn−1

xn−1 − xn

Dn (n ≥ 4) {±xi ± xj (1 ≤ i < j ≤ n)}
x1 − x2

x2 − x3

xn−2 − xn−1

xn−1 − xn

xn−1 + xn

Bn (n ≥ 2)
{±xi (1 ≤ i ≤ n),
±xi ± xj (1 ≤ i < j ≤ n)}

x1 − x2

x2 − x3

xn−1 − xn

xn4

Table 1.Standard root systemsΦ ⊂ V for the classical Weyl groups [5,§2.10].

be concerned with the finite crystallographic orWeylgroups, determined by the Euclidean root
systems, with the finite classical systems of typesA,D andB given in Table 1. We will always
use these versions.

A systemB for W in V is aW -invariant collection of subspaces closed under intersection
and containingV . If Ω is any collection of subspaces we write〈Ω〉W for the system forW
generated by theΩ. The principal example for us is the intersection latticeL(A) of a hyperplane
arrangementA, which we order by reverse inclusion. In particular, the Boolean systems arise
fromA the coordinate hyperplanes inV and the arrangement systems fromA the set of reflecting
hyperplanes ofW .

A partial isomorphism ofV is a vector space isomorphismX → Y between subspaces
X,Y of V . A partial reflection is a partial isomorphism obtained by restricting a reflection
s ∈ GL(V ) to a subspace. A reflection monoid is a factorizable inverse monoid generated by
partial reflections. Alternatively, for a reflection groupW and systemB for W , it is the set of
partial isomorphisms of the form.

M(W,B) = {gX | g ∈W,X ∈ B},

wheregX is the partial isomorphism obtained by restricting the (full) isomorphismg toX. The
units are theg ∈ W and the idempotents the partial identitiesεX that are just the identity map
X → X.

If W = W (Φ) is a Weyl group andB the Boolean system forW thenM(W,B) = M(Φ,B)
is called a Boolean (reflection) monoid. Similarly, with thearrangement systemH we get
M(Φ,H) the (reflection) arrangement monoids. The third principal example defined in [3,§4.2]
is a reflection monoid intimately associated to a connected reductive algebraic monoidM with
0. We leave a detailed investigation of this to a later date.

2. Idempotents

All the presentations in this section (and the next) will be monoid presentations, (see, eg: [4,
§§1.5-1.6]) ie: if S is a set, letS∗ be the free monoid onS and if R ⊂ S∗ × S∗, let 〈〈R〉〉
be the smallest congruence onS∗ containingR. Then a monoidM has presentation〈S |R 〉 if
M ∼= S∗/〈〈R〉〉 or, equivalently, if there is a surjective monoid homomorphism ψ : S∗ → M
with kernel〈〈R〉〉; we say thatM has presentation〈S |R 〉 via ψ.

The idempotents in a reflection monoid present their own brand of subtleties, and for this
reason it is worth dealing with them separately. LetΩ be a finite set of subspaces of finite
dimensionalV , andB = 〈Ω〉G the system of subspaces forG ⊂ GL(V ) generated byΩ. Recall
[3, §2] that if all theX ∈ Ω have the same dimension then orderingB by reverse inclusion gives
an atomic poset with atomsA = {Xg |X ∈ Ω, g ∈ G}.
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We will want to keep track of the essentially different ways an element ofB can be expressed
as an intersection of atoms. To this end, fix a total ordering� of the atoms, so that an intersection
of atomsX1 ∩ · · · ∩Xk is reducedif X1 ≺ · · · ≺ Xk. If

⋂
Xi is any intersection of atoms, then

reordering theXi with respect to� and removing redundancies gives a reduced intersection.
Write

⋂
Xi/� for this reduced reordering.

LetE be the semilattice of idempotents inM(G,B) andeX (X ∈ A) a collection of symbols
parametrised by the atoms. PutB′ = B \ {V } and for eachY ∈ B′ fix a reduced intersection
Y = X1 ∩ · · · ∩Xk with theXi ∈ A, and let̂eY stand for the expressioneX1

. . . eXk
. We agree

that êY = eY whenY ∈ A.

Proposition 1.E has presentation,

E = 〈eX (X ∈ A) | e2X = eX , eXeY = eY eX for all X,Y ∈ A,

êY = eY1
. . . eYk

for all Y ∈ B′ andY = Y1 ∩ · · · ∩ Yk reduced〉

via eX 7→ εX .

Proof. We start with the “multiplication table” presentation

E = 〈eY (Y ∈ B′) | eXeY = eX ∩Y for all X,Y ∈ B′〉,

from which we can deduce the relationse2X = eX for all X ∈ A, andeXeY = eY eX for all
X,Y ∈ A. Similarly, if Y ∈ B′ andY = X1 ∩ · · · ∩ Xk the reduced intersection chosen for
Y with Y = Y1 ∩ · · · ∩ Yk any other reduced intersection, we can deduceeY = eX1

. . . eXk
=

eY1
. . . eYk

, ie: the relation̂eY = eY1
. . . eYk

. Add all these to the relations in the presentation
above. UseeY = eX1

. . . eXk
to remove generators and replace each occurence ofeY by êY , so

that

E = 〈eX (X ∈ A) | e2X = eX , eXeY = eY eX for all X,Y ∈ A,

êY = eY1
. . . eYk

for all Y ∈ B′ andY = Y1 ∩ · · · ∩ Yk reduced,

êX ∩Y = êX êY for all X,Y ∈ B′〉.

We can deduce and hence remove the last family using the first three: letX,Y ∈ B with X =
X11 ∩ · · · ∩ X1k andY = X21 ∩ · · · ∩ X2ℓ the reduced intersections chosen forX andY , so
that êX = eX11

. . . eX1k
andêY = eX21

. . . eX2ℓ
. Using the commutativity and idempotency of

intersection we can writeX ∩ Y = (X11 ∩ · · · ∩X1k) ∩ (X21 ∩ · · · ∩X2ℓ) = Xi1 ∩ · · · ∩Xim

with the last a reduced intersection and theij ∈ {11, . . . , 1k, 21, . . . , 2ℓ}. These manipulations
can be mirrored in̂eX êY using the first two families of relations so that

êX êY = eXi1
. . . eXim

.

On the other hand,X ∩ Y = Xi1 ∩ · · · ∩Xim a reduced intersection gives, by the third family
of relations, that̂eX ∩Y = eXi1

. . . eXim
. ⊓⊔

In §§4-5 we will want to be quite specific about the presentation ofProposition 1 for the
Boolean and arrangement reflection monoids associated to the classical Weyl groups. This en-
tails a description of the possible reduced intersections for an arbitraryY ∈ B.

Let W = W (Φ) be a Weyl group withΦ a root system as in [3, Table 1] (see also Table
1 of this paper) andB = 〈x⊥

1 , . . . ,x
⊥
n 〉 Boolean with atoms thex⊥

i . Totally orderingA by
x
⊥
1 ≺ · · · ≺ x

⊥
n , we havex⊥

i1
∩ · · · ∩ x

⊥
ik

is reduced if and only ifi1 < · · · < ik. In particular,
there is a unique reduced intersection for each element of a Boolean system which reflects the
fact thatB is the free semilattice (with identity) onA. • Should we give a

reference for this?In an arrangement system however, there may be many distinctreduced intersections for a
given element. Recall [3,§2] that in this situation we haveB = L(A), the intersection lattice of
the arrangementA of reflecting hyperplanes forW . We parametrize the reduced intersections
for L(A) with respect to some� onA, the reflecting hyperplanes of the Weyl groupW (Φ), for
Φ classical, recalling the description ofL(A) and notation of [3,§2].



4 Brent Everitt and John Fountain

First a general definition; letT be a set, andθ a collection of distinct two element subsets
{i, j} ⊂ T . A subsetT ′ ⊂ T is connected byθ if it is a singleton or for everyx, y ∈ T ′,
there are distinct subsets{i1, j1}, . . . , {im, jm} ∈ θ such thatx ∈ {i1, j1}, y ∈ {im, jm} and
{ik, jk} ∩ {ik+1, jk+1} 6= ∅ (and thus they have a single element in common). A subset ofT
that is maximal with respect to being connected byθ is a connected component.

Starting with the Weyl groupW (An−1), let I = {1, 2, . . . , n} andΛ = {Λ1, . . . , Λp} a
partition ofI. A collectionθ of two element subsets ofI is adecompositionof Λ if the blocks
Λ1, . . . , Λp are the connected components with respect toθ. Let D(Λ) be the set of decompo-
sitions of the partitionΛ. We refer the reader to [3,§2] for the definition of the subspaceX(Λ)
and note that the proof of the following is now elementary:

Lemma 1. The mapθ 7→ ∩{i,j}∈θ (xi − xj)
⊥/� is a bijection fromD(Λ) to the set of reduced

intersections of the subspaceX(Λ) ∈ L(A).

Turning now toW (Bn), we describe the reduced intersections of a subspace of the form
X(∆,Λ) := X(∆,∅, Λ). A decompositionθ = (θ1, θ2) of (∆,Λ) is (a). a decomposition
θ2 of the partitionΛ, and (b). a collectionθ1 of distinct subsets of∆± := ∆ ∪ (−∆) of the
form {i,−i}, {i, j} and{−i,−j}, whose union is∆±, and is such that ifV∆ is a real space
of dimension|∆|, then the system of homogeneous linear equationsxi = 0, ({i,−i} ∈ θ1),
xi − xj = 0, ({i, j} ∈ θ1) andxi + xj = 0, ({−i,−j} ∈ θ1), has no non-trivial solution.

Writing D(∆,Λ) for the set of possible decompositions of(∆,Λ), we have,

Lemma 2. The map

θ 7→

{ ⋂

{i,j}∈θ2

(xi − xj)
⊥ ∩

⋂

{i,j}∈θ1

(xi − xj)
⊥ ∩

⋂

{−i,−j}∈θ1

(xi + xj)
⊥ ∩

⋂

{i,−i}∈θ1

x
⊥
i

}
/�,

is a bijection fromD(∆,Λ) to the set of reduced intersections ofX(∆,∅, Λ).

Proof. We havex = (xi) ∈ X(∆,∅, Λ) if and only if xi = 0 for i ∈ ∆ andxi = xj for i, j in
the same block of the partitionΛ. In particular, if an intersection forX has intersectandx⊥

i or
(xi + xj)

⊥, then{i, j} ⊂ ∆, and the result follows. ⊓⊔

Finally, for W (Dn) we describe the reduced intersections of the subspaces of the form
X(∆,∅, Λ) andX(∅, {k}, Λ), 1 ≤ k ≤ n. In the first case, a decompositionθ = (θ1, θ2)
of (∆,Λ) = (∆,∅, Λ) is (a). a decompositionθ2 of the partitionΛ, and (b). a collectionθ1 of
distinct subsets of∆± := ∆ ∪ (−∆) of the form{i, j} and{−i,−j}, whose union is∆±, and
such that ifV∆ is a real space of dimension|∆|, then the system of homogenous linear equations
xi − xj = 0, ({i, j} ∈ θ1) andxi + xj = 0, ({−i,−j} ∈ θ1), has no non-trivial solution.

A decompositionθ of (Λ, {k}) := (∅, {k}, Λ) is a collection of distinct subsets ofΛ of
the form{i, j} ⊂ I \ {k} and{i, k}, with i andk in the same block, and such that the blocks
Λ1, . . . , Λp are the connected components.

Writing D(∆,Λ) andD(Λ, {n}) for the sets of decompositions in the two cases, the proof
of the following is similar to Lemma 2.

Lemma 3. The map

θ 7→

{ ⋂

{i,j}∈θ2

(xi − xj)
⊥ ∩

⋂

{i,j}∈θ1

(xi − xj)
⊥ ∩

⋂

{−i,−j}∈θ1

(xi + xj)
⊥

}
/�,

is a bijection fromD(∆,Λ) to the set of reduced intersections ofX(∆,∅, Λ), and the map,

θ 7→

{ ⋂

{i,j}∈θ

(xi − xj)
⊥ ∩

⋂

{i,k}∈θ

(xi + xn)⊥
}
/�,

is a bijection fromD(Λ, {k}) to the set of reduced intersections ofX(∅, {k}, Λ).
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3. A presentation for reflection monoids

The main result of this section, Theorem 1 below, is a presentation for the reflection monoid
M(W,B) in the case that the systemB = 〈Ω〉W is generated by a collectionΩ of subspaces all
having the same dimension, as is the case for instance whenΩ is a hyperplane arrangement. The
main technical tool is a recent presentation for factorizable inverse monoids, Theorem 2 below.

First we establish the notation and conventions necessary to state the theorem. LetW ⊂
GL(V ) be a reflection group with generating reflectionsS andB = 〈Ω〉W a system of sub-
spaces forW . As usualB has atoms the subspacesA := ΩW . LetΩk be a fixed set of orbit
representatives for theW -action on the rankk elements ofB. In particularΩ1 is a set of repre-
sentatives for theW -action onA. Let eX (X ∈ Ω1) be a collection of symbols parametrised by
Ω1.

For eachg ∈ W we fix a wordĝ = s1 . . . sk in the generatorsS representingg, agreeing
that ŝ = s whens ∈ S. For Y ∈ A, we fix ag ∈ W with Y = (X)g for someX ∈ Ω1,
and writeêY for the words−1

k . . . s−1
1 eX s1 . . . sk. For eachY ∈ B fix a reduced intersection

Y = X1∩· · ·∩Xk with respect to some� onA, and let̂eY stand for the expression̂eX1
. . . êXk

.
In all cases we takêeY = eY whenY ∈ Ω1.

Finally, and possibly somewhat cryptically, letΣ be a set of pairs(f, (X)g) with X ∈ B,
g ∈ W andf a generator for the isotropy groupW(X)g, such that the following holds: ifY is
any element ofB andt a generator for the isotropy groupWY , then there is a(f, (X)g) ∈ Σ
with X ≤ Y andt = gfg−1.

Theorem 1.With the notation above, the reflection monoidM(W,B) has presentation,

M(W,B) = 〈s ∈ S, eX (X ∈ Ω1) | relations forW, e2X = eX for X ∈ Ω1,

êX êY = êY êX for X ∩ Y ∈ Ω2,

êY = êY1
. . . êYm

for Y ∈ Ωk, k ≥ 2,

and anyY = Y1 ∩ · · · ∩ Ym reduced,

s êX = êXss for (s,X) ∈ S ×A,

êXg f̂ = êXg for (f,Xg) ∈ Σ〉.

via ŝ 7→ s andeX 7→ εX .

Theorem 1 follows by massaging a presentation for factorizable inverse monoids supplied by
[1], which we now summarize.

SupposeM is a factorizable inverse monoid with group of unitsG = G(M), semilattice of
idempotentsE = E(M), and〈SG |RG 〉, 〈SE |RE 〉 monoid presentations forG andE. For
g ∈ G, fix a word ĝ for g in the generatorsSG and similarly a word̂e in SE for e ∈ E, with
the conventions above applying wheng ∈ SG and e ∈ SE. There is anti-action ofG on E
given bye 7→ geg−1 ∈ E, allowing us to fix a word inSE for geg−1 also. For eache ∈ E let
Ge = {g ∈ G | eg = e}, andΣe ⊂ Ge a set of monoid generators forGe.

Theorem 2 ([1, Theorem 6]). The factorizable inverse monoidM has presentation,

M = 〈SG, SE | RG, RE , ge = ĝeg−1 · g for (g, e) ∈ SG × SE ,

ê t̂ = ê for e ∈ E, t ∈ Σe〉.

We now interpret the various ingredients in the case that we have a reflection monoidM =
M(W,B), whereG is the reflection groupW with generating reflectionsS, andE is generated
by theeX for X ∈ A by Proposition 1.

If s ∈ S andεX forX ∈ A is a generating idempotent, thensεXs
−1 = εXs, whereXs ∈ A,

asA isW -invariant. Thus the relations

ge = ĝeg−1 · g for (g, e) ∈ SG × SE ,
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in Theorem 2 becomeseX = eXss for (s,X) ∈ S ×A. If e = εY , thenGe = {g ∈W | εY g =
εY }, where for anyx ∈ Y we havexεY g = xεY iff xg = x, ie:Ge is the isotropy groupWY .
Thus we may take forΣe any generating setSY for the isotropy groupWY , although in many
situations there will be particularly nice ones: ifW is a complex reflection group for instance,
Steinberg’s Theorem [8] allows us to take forSY the reflections in the hyperplanes containing
Y , and from now on we shall do this.

Thus the relationŝe t̂ = ê for e ∈ E, t ∈ Σe becomeêY t̂ = êY for Y ∈ B, t ∈ SY .
Summarizing,

Corollary 1. If W ⊂ GL(V ) is a reflection group andB = 〈Ω〉W with atomsA theXg for
X ∈ Ω andg ∈W , thenM(W,B) has presentation,

M(W,B) = 〈s ∈ S, eX (X ∈ A) | relations forW, e2X = eX for X ∈ A,

eXeY = eY eX for X,Y ∈ A,

êY = eY1
. . . eYk

for Y ∈ B, Y = Y1 ∩ · · · ∩ Yk reduced,

seX = eXss for (s,X) ∈ S ×A,

êY t̂ = êY for Y ∈ B, t ∈ SY 〉.

Deducing Theorem 1 now becomes a matter of removing relations and generators (in that
order) from the presentation in Corollary 1. Before we do so,a glance at the presentations in
Corollary 1 and Theorem 1 masks the considerable saving in generators and relations of the latter
over the former, as we shall see in the next two sections. For example, in the Boolean monoid
of typeAn−1, Corollary 1 givesn idempotent generators,n relations of the forme2X = eX and
n(n−1) relations of the form̂eX êY = êY êX . There are2n subspacesY in the Boolean system,
and if Y = x

⊥
i1
∩ · · · ∩ x

⊥
ik

is one of them, then a standard generating set forWY hask − 1

reflecting generators, for a total of2n−1n(n − 1) relations of the form̂eY t̂ = êY . Theorem
1 on the other hand gives a single idempotent generator, a single idempotent relation, a single
commuting idempotents relation, and a single relation of the last kind.

First, we deduce some useful intermediate relations:

Lemma 4. LetX,Y ∈ B with Y = Xg. Then one can deducêeY = ĝ−1 êX ĝ from the relations
in Corollary 1.

Proof. We deal first with the case thatX andY are atomic, where we require only theseX =

eXss relations. In particular, if̂g = s1 . . . sk, thens1eX = eXs1
s1, henceeXs1

= s−1
1 eXs1.

Proceeding by induction, if

eXs1...si
= (s−1

i . . . s−1
1 )eX(s1 . . . si),

thenXs1 . . . si ∈ A, a W -invariant set, thus the relationsi+1eXs1...si
= eXs1...si+1

si+1 of
Corollary 1 gives

eXs1...si+1
= (s−1

i+1 . . . s
−1
1 )eX(s1 . . . si+1),

and soeY = (s−1
k . . . s−1

1 )eX (s1 . . . sk). Suppose now that̂eX = eX1
. . . eXm

with theXi

atomic. AsY = Xg = X1g ∩ · · · ∩Xmg, with theXig also atomic, we get̂eY = eU1
. . . eUm

with U1 ∩ · · · ∩ Um = X1g ∩ · · · ∩ Xmg/�. The commuting of the idempotents then gives
êY = eX1g . . . eXmg, and so

êY =
∏

eXig
=

∏
ĝ−1 eXi

ĝ = ĝ−1 ·
∏

eXi
· ĝ = ĝ−1 êX ĝ.

⊓⊔

Now to the thinning out of the relations. LetΣ be a set of pairs(f,Xg) with X ∈ B, g ∈W
andf ∈ SXg a generator forWXg as in the preamble to the statement of Theorem 1, ie: such
that for anyY ∈ B andt ∈ SY there is a(f,Xg) ∈ Σ with X ≤ Y andt = gfg−1.
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Lemma 5. TheêY t̂ = êY for Y ∈ B, t ∈ SY are implied by thêeXg f̂ = êXg for (f, (X)g) ∈
Σ, the idempotent relations and theseX = eXss.

Proof. Observe first that thêeXg f̂ = êXg are indeed a subset of thêeY t̂ = êY . AsX ≤ Y we
haveY = Y ∩X giving εY = εY εX and so we can deducêeY = êY êX from the idempotent
relations. Thus,

êY t̂ = êY êX ĝf̂ ĝ
−1 = êY ĝ ê(X)g f̂ ĝ−1 = êY ĝ ê(X)g ĝ−1 = êY êX ĝ ĝ

−1 = êY ,

via the assumption and two applications of Lemma 4. ⊓⊔

In the next two lemmas we use theW -action onB to thin out the idempotent relations. If
X,Y ∈ B, Y = Xg andY = Y1∩· · ·∩Ym a reduced intersection, thenY1g

−1∩· · ·∩Ymg
−1/�

is a reduced intersection forX, from which, together with the commuting of the idempotents,
we deducêeX = e

Y1g−1 . . . eYkg−1.

Lemma 6. LetX,Y ∈ B, withY = Xg andY = Y1 ∩ · · · ∩ Yk any reduced intersection. Then
êY = eY1

. . . eYk
is implied bŷeX = e

Y1g−1 . . . eYkg−1 , theeXeY = eY eX and theseX = eXss.

Lemma 7. (i). LetX,Y ∈ A andg ∈ W with Y = Xg. Then the relatione2Y = eY is implied
by the relatione2X = eX and theseX = eXss.

(ii). Let Xi, Yi ∈ A, (i = 1, 2) andg ∈ W with Yi = (Xi)g, (i = 1, 2). Then the relation
eY1

eY2
= eY2

eY1
is implied by the relationeX1

eX2
= eX2

eX1
and theseX = eXss.

The proofs of both are an easy application of Lemma 4. Finally, we have the

Proof (of Theorem 1).Lemma 5 allows us to reduce thêeY t̂ = êY , for Y ∈ B, t ∈ SY to
the êXgf̂ = êXg for (f,Xg) ∈ Σ. If Ωk is a set of orbit representatives for theW -action
on the rankk elements ofB, then theêY = eY1

. . . eYk
for Y ∈ B relations can be reduced

to the cases whereY ∈ Ωk for k ≥ 2. By Lemma 7(i) we may replace thee2X = eX , for
X ∈ AW , by thee2X = eX , for X ∈ Ω1. The pairsX 6= Y ∈ AW correspond to the rank two
elementsX ∩ Y ∈ B, and as(X ∩ Y )g = (X)g ∩ (Y )g, theeXeY = eY eX , for X,Y ∈ AW
can be replaced, using Lemma 7(ii), byeXeY = eY eX , for X ∩ Y ∈ Ω2. So much for the
relations. For everyY ∈ AW there is anX ∈ Ω1 with eY = (sk . . . s1)eX(s1 . . . sk), and
so we remove these superfluous generators, replacing each occurence ofeY in the relations by
êY := (sk . . . s1)eX(s1 . . . sk). ⊓⊔

4. “Popova style” presentations for the Boolean monoids

In this section we recover Popova’s presentation [7] for thesymmetric inverse monoid by inter-
preting it as the Boolean monoid of typeA and then using Theorem 1. We also do the same for
the typeB andD Boolean monoids.

Let Φ be a root system as in Table 1,B = L(A) the intersection lattice of the Boolean
arrangementA = {x⊥

1 , . . . ,x
⊥
n } (with AW = A) andXi1...ik := x

⊥
i1
∩ · · · ∩ x

⊥
ik

. We observed
in §1 that eachXi1...ik has a unique reduced intersection with respect to the ordering X1 ≺
· · · ≺ Xn, so theêY = eY1

. . . eYk
relations are vacuous. TheW -action on the rankk elements

is transitive, so in particularΩ1 andΩ2 each have a single element, say,Xn andXn−1,n. Let
e := eXn

, andsi, (1 ≤ i ≤ n− 1), the reflection in the hyperplane orthogonal toxi − xi+1. We
chooseXi = (Xn)sn−1 . . . si so that̂eXi

:= (si . . . sn−1) e (sn−1 . . . si).
The result is that the monoids have generators thesi (the simple reflections forW ) ande, with

the relationse2X = eX (X ∈ Ω1) just e2 = e, and the relationŝeX êY = êY êX (X ∩ Y ∈ Ω2)
reducing to the singleesn−1esn−1 = sn−1esn−1e.
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Now to the ê(X)g f̂ = ê(X)g for (f, (X)g) ∈ Σ. Any Xi1...ik ∈ B has isotropy group a
reflection group, generated, according to Steinberg’s Theorem, by reflections in the hyperplanes
containingXi1...ik . Indeed, we can take

Φ isotropy groupWXi1...ik
Σ

An−1 〈sv |v = xi − xj , {i, j} ⊂ {i1, . . . , ik}〉 (sn−1,Xn−1,n)

Bn 〈sv |v = ±xi ± xj ,±xi, {i, j} ⊂ {i1, . . . , ik}〉
{(sn−1,Xn−1,n),

(sn,Xn)}

Dn 〈sv |v = ±xi ± xj, {i, j} ⊂ {i1, . . . , ik}〉
{(sn−1,Xn−1,n),

(sn,Xn−1,n)}

with sn the reflection in the hyperplane orthogonal toxn in the typeB case, and in the hyper-
plane orthogonal toxn−1 + xn in the typeD case. Notice that asY and t ∈ SY vary, so do
X andg in the pair(f, (X)g), but (X)g andf remain constant: for example in typeA, if t is
the reflection in the hyperplane orthogonal toxi − xj (j < n), then we takeX = Xij , and
g = (sj . . . sn−1)(si . . . sn−2), giving (X)g = Xn−1,n andf = sn−1, irrespective ofi andj.

The relations are thussn−1esn−1esn−1 = sn−1esn−1e in all three cases, withesn = e as
well in typeB andsn−1esn−1esn = sn−1esn−1e in typeD.

We pause to observe that in some sense the geometry of the rootsystems is reflected in these
relations. It is a fundamental fact that ifΦ is an irreducible crystallographic root system, then
the associated Weyl groupW (Φ) acts onΦ with orbits the roots of a given length. Thus there
is a single orbit onΦ in typesA,D,E (where all the roots are “long”) and two orbits in types
B,F,G (where roots are either “short” or long). In particular the transitivity in typeA is the
reason for the single pair inΣ, while the two orbits in typeB result in two pairs.

This completes the presentation given by Theorem 1 for the Boolean monoids, but it turns
out that the relationss êX = ê(X)ss for (s,X) ∈ S × A can also be significantly reduced in
number:

Lemma 8. The relationssi êXj
= ê(Xj)si

si for 1 ≤ i ≤ n − 1 and1 ≤ j ≤ n are implied by
the relationssi eXn = ê(Xn)si

si for 1 ≤ i ≤ n− 1, and the relations forW .

Proof. By examining the various possibilities for the subspace(Xj)si, it is to be proved that the
relations

si êXj
=




êXj

si, i 6= j − 1, j,
êXj−1

si, i = j − 1,
êXj+1

si, i = j,

follow from the given relations, for which there are four cases to consider: (i).1 ≤ i < j − 1:
the reflectionsi commutes withsj, . . . , sn−1 ande, giving the result immediately. (ii).j < i ≤
n− 1:

si êXj
= si(sj . . . sn−1)e(sn−1 . . . sj) = (sj . . . sisi−1si . . . sn−1)e(sn−1 . . . sj)

= (sj . . . si−1sisi−1 . . . sn−1)e(sn−1 . . . sj) = (sj . . . sn−1)si−1e(sn−1 . . . sj)

= (sj . . . sn−1)esi−1(sn−1 . . . sj) = (sj . . . sn−1)e(sn−1 . . . si−1sisi−1 . . . sj)

= (sj . . . sn−1)e(sn−1 . . . sisi−1si . . . sj) = (sj . . . sn−1)e(sn−1 . . . sj)si

= êXj
si,

where we have used the relations(si−1si)
3 = 1 in their “braid” form si−1sisi−1 = sisi−1si,

and the commuting ofsi−1 ande. (iii). i = j−1: sj−1 êXj
= sj−1(sj . . . sn−1)e(sn−1 . . . sj) =

(sj−1sj . . . sn−1)e(sn−1 . . . sj)sj−1sj−1 = êXj−1
sj−1 (iv). i = j: sj êXj

= sj(sj . . . sn−1)
e(sn−1 . . . sj) = (sj+1 . . . sn−1)e(sn−1 . . . sj)sjsj = êXj+1

sj. ⊓⊔

Putting it all together in the typeA case, and observing that(Xn)si = Xn wheni 6= n− 1,
and(Xn)sn−1 = Xn−1, we get Popova’s presentation for the symmetric inverse monoid [7],
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Theorem 3.The Boolean monoidM(An−1,B) has presentation,

s1 s2 sn−2 sn−1

M(An−1,B) = 〈s1, . . . , sn−1, e | (sisj)
mij = 1, e2 = e,

sie = esi (i ≤ n− 2),

esn−1esn−1 = sn−1esn−1e,

sn−1esn−1esn−1 = sn−1esn−1e〉

The relationsieXn = ê(Xn)si
si is vacuous wheni = n − 1. Recall that themij can be read

off the Coxeter symbol (which is why we have included it), as the nodes are joined by an edge
labelledmij if mij ≥ 4, an unlabelled edge ifmij = 3, no edge ifmij = 2 andmij = 1 if and
only if i = j.

Lemma 8 leaves unresolved in typesB andD the status of thes êX = ê(X)ss relations when
s = sn:

Lemma 9. If Φ = Bn then the relationssn êXj
= ê(Xj )sn

sn for 1 ≤ j ≤ n are implied by the
relationssi eXn = ê(Xn)si

si for 1 ≤ i ≤ n − 1, the relationsn êXn−1
= êXn−1

sn, the relation
sn eXn = eXnsn and the relations forW .

Proof. For1 ≤ j ≤ n− 2,

sn êXj
= sn(sj . . . sn−1)e(sn−1 . . . sj) = (sj . . . snsn−1)e(sn−1 . . . sj)

= (sj . . . sn)êXn−1
sn−1(sn−1 . . . sj) = (sj . . . sn−2)êXn−1

sn(sn−2 . . . sj)

= êXj
sn.

⊓⊔

Again we have(Xn)si = Xn when i 6= n − 1, and (Xn)sn−1 = Xn−1, resulting in a
presentation,

Theorem 4.The Boolean monoidM(Bn,B) has presentation,

s1 s2 sn−1 sn

4

M(Bn,B) = 〈s1, . . . , sn, e | (sisj)
mij = 1, e2 = e,

sie = esi (i ≤ n− 2), sne = esn,

snsn−1esn−1 = sn−1esn−1sn,

esn−1esn−1 = sn−1esn−1e, esn = e,

sn−1esn−1esn−1 = sn−1esn−1e〉.

The proof of the following is analogous to Lemma 9:

Lemma 10. If Φ = Dn then the relationssn êXj
= ê(Xj )sn

sn for 1 ≤ j ≤ n are implied
by the relationssi eXn = ê(Xn)si

si for 1 ≤ i ≤ n − 1, the relationssn êXn−2
= êXn−2

sn,
sn êXn−1

= eXnsn, sn eXn = êXn−1
sn, and the relations forW .

Together with(Xn)si = Xn wheni 6= n − 1, n, and(Xn)sn−1 = (Xn)sn = Xn−1, we
have,

Theorem 5.The Boolean monoidM(Dn,B) has presentation,

sn

sn−1

sn−2 s2 s1

M(Dn,B) = 〈s1, . . . , sn, e | (sisj)
mij = 1, e2 = e, sie = esi (i ≤ n− 2),

sne = sn−1esn−1sn, esn−1esn−1 = sn−1esn−1e,

snsn−1esn−1 = esn, sn−1esn−1esn−1 = sn−1esn−1e,

sn−1esn−1esn = sn−1esn−1e,

snsn−2sn−1esn−1sn−2 = sn−2sn−1esn−1sn−2sn〉.
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5. “Popova style” presentations for the arrangement monoids

We now repeat the process of the previous section, but for thearrangement monoids of types
A,B andD. Much is similar, but the non-uniqueness of reduced expressions for subspaces in
the arrangement systems does complicate matters a little.

Let W = W (Φ) with Φ in Table 1 andH the associated arrangement system. Either using
the results of [3,§2.2], or the classical fact that a Weyl group acts transitively on the roots of a
given length, we get theW -action is transitive on the reflecting hyperplanes in typesA andD
and has two orbits, corresponding to the long and short roots, for typeB. We take

Ω1 = (xn−1 − xn)⊥ for typesA,D andΩ1 = {(xn−1 − xn)⊥,x⊥
n } for typeB,

giving generators thesi ande for typesA andD or thesi ande1, e2 for typeB, and relations
the usual(sisj)

mij = 1 together withe2 = e or e2i = ei, (i = 1, 2).
We start with the setΣ, for which the following is one of the nicest properties of the arrange-

ment monoids from a presentation point of view:

Lemma 11.LetW ⊂ GL(V ) be a reflection group with arrangement systemH andΩ1 a set of
orbit representatives for theW -action on the hyperplanes ofH. ThenΣ = {(s,X) |X ∈ Ω1},
wheres is the reflection in the hyperplaneX.

Proof. Let Y ′ ∈ H andt a generating reflection for the isotropy group ofY ′, which by Stein-
berg’s Theorem is a reflection in a hyperplaneY with Y ⊆ Y ′. There is thus anX ∈ Ω1 and a
g ∈ W with Y = (X)g with the pair(s,X) fulfilling the obligations of the setΣ for the pair
(Y ′, t). ⊓⊔

The relationŝe(X)g f̂ = ê(X)g for (f, (X)g) ∈ Σ are thussn−1e = e in typesA andD, and
sn−1e1 = e1, sne2 = e2 in typeB.

Concentrating now on typeA, we have the atomsA = {Y = (xi − xj)
⊥ | 1 ≤ i < j ≤ n},

and we writeeij := êY for Y = (xi − xj)
⊥, with

eij =

{
(sj . . . sn−1)(si . . . sn−2)e (sn−2 . . . si)(sn−1 . . . sj), for 1 ≤ i < j ≤ n− 1,
(si . . . sn−2)e (sn−2 . . . si) for 1 ≤ i < n− 2, j = n.

Recall from [3,§2.2] that there is a lattice isomorphismΛ 7→ X(Λ) from the latticeP(n) of
partitionsΛ = {Λ1, . . . , Λp} of I = {1, . . . , n} toH, and theW -orbits are parametrised by the
corresponding partitionsλ = (λ1, . . . , λp) of n, whereλi = |Λi|.

The rank two subspaces inH are theX(Λ) for Λ a partition of the formΛ1 = {{i1, i2}, {i3,
i4}, {i5}, . . .} whenn ≥ 4, or Λ2 = {{i1, i2, i3}, {i4}, . . .}. Indeed, by [6, Proposition 6.72]
(see also [3, Proposition 3]), the partitionsΛ1 andΛ2 are representatives for theW -action on
the rank two elements ofP(n), giving,

Ω2 = {(xn−3 − xn−2)
⊥ ∩ (xn−1 − xn)⊥, (xn−2 − xn−1)

⊥ ∩ (xn−1 − xn)⊥}.

Thus thêeX êY = êY êX (X ∩ Y ∈ Ω2) family of relations reduces toen−3,n−2e = e en−3,n−2
anden−2,n−1e = e en−2,n−1.

If the canonical partition of typeλ = (λ1, . . . , λp) is

Λ = {{1, . . . , λ1}, {λ1 + 1, . . . , λ1 + λ2}, . . . , {λ1 + · · · + λp−1 + 1, . . . , λ1 + · · · + λp}},

then we may take theX(Λ) below, forΛ canonical, as a set of orbit representatives, for which
we fix the reduced intersection,

X(Λ) =
⋂

λk>1

⋂

{i,i+1}⊂Λk

(xi − xi+1)
⊥, giving êX(Λ) =

∏

λk>1

∏

{i,i+1}⊂Λk

ei,i+1.

If θ is a decomposition ofΛ as in§2, let

eθ =
∏

{i,j}∈ θ

eij .
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The family of relationŝeY = êY1
. . . êYk

for Y ∈ Ωk, k ≥ 2, andY1 ∩ · · · ∩ Yk reduced, then
becomes, by Lemma 1, the familŷe

X(Λ) = eθ, for all partitionsλ of n,Λ the canonical partition
of typeλ andθ ∈ D(Λ).

As with the Boolean monoids, the family of relationss êX = ê(X)ss for (s,X) ∈ S×A can
also be reduced in number:

Lemma 12. If Y = (xj −xk)
⊥, (1 ≤ j < k ≤ n), then the relationssiêY = ê(Y )si

si, (1 ≤ i ≤

n− 1) are implied by the relationssieX = ê(X)si
si, (1 ≤ i ≤ n − 1) for X = (xn−1 − xn)⊥,

and the relationssiêY = ê(Y )si
si, (1 ≤ i ≤ n− 2) for Y = (xi − xi+1)

⊥.

Proof. A case by case approach similar to Lemma 8. ⊓⊔

The relations are thussie = e si, (i 6= n − 2), sn−2e = sn−1e sn−1sn−2 andsiei,i+1 =
ei,i+1si for (1 ≤ i ≤ n− 2). Putting it all together

Theorem 6.The arrangement monoidM(An−1,H) has presentation,

s1 s2 sn−2 sn−1

M(An−1,H) = 〈s1, . . . , sn−1, e | (sisj)
mij = 1, e2 = e, sie = e si (i 6= n− 2),

sn−1e = e, sn−2e = sn−1e sn−1sn−2,

en−3,n−2e = e en−3,n−2,

en−2,n−1e = e en−2,n−1,

siei,i+1 = ei,i+1si, (1 ≤ i ≤ n− 2),

ê
X(Λ) = eθ, λ a partition ofn, θ ∈ D(Λ)〉.

Now to typeB, where the atomic elements ofH are the

A = {(xi ± xj)
⊥ | 1 ≤ i < j ≤ n} ∪ {x⊥

i | 1 ≤ i ≤ n},

with eij defined as in typeA, except thate1 replacese,

aij := êY =





(sj . . . sn−1)(si . . . sn−2)sne1sn(sn−2 . . . si)(sn−1 . . . sj), 1 ≤ i < j ≤ n− 1,
(si . . . sn−2)sne1sn(sn−2 . . . si), 1 ≤ i < j = n,
sne1sn i = n− 1, j = n,

whenY = (xi + xj)
⊥, andbi := êY = (si . . . sn−1)e2 (sn−1 . . . si) whenY = x

⊥
i .

TheW -orbits onH are parametrised [6, Proposition 6.75] (see also [3, Proposition 4]) by the
pairs(m,λ) of an integer0 ≤ m ≤ n and a partitionλ of n−m. The rank two subspaces ofH are
thus parametrised by the(∅, Γ, {{i1, i2}, {i3, i4}, {i5}, . . .}), (∅, Γ, {{i1, i2, i3}, {i4}, . . .}),
({i1}, Γ, {{i2, i3}, {i4}, . . .}) and ({i1, i2}, Γ, {{i3}, . . .}). By [3, Proposition 4] these four
correspond to fourW -orbits, where we are free to chooseΓ , and the values of thei’s, at will.
Thus,

Ω2 = {(xn−3 − xn−2)
⊥ ∩ (xn−1 − xn)⊥, (xn−2 − xn−1)

⊥ ∩ (xn−1 − xn)⊥

(xn−1 − xn)⊥ ∩ x
⊥
n , x

⊥
n−1 ∩ x

⊥
n }

and so the commuting of the imdepotent relations becomeen−3,n−2e1 = e1en−3,n−2, en−2,n−1e1 =
e1en−2,n−1, e1e2 = e2e1 andbn−1e2 = e2bn−1.

In general we have orbit representatives theX(∆,Λ) = X(∆,∅, Λ) of [3, §2.2], whereΛ is
the canonical partition of{1, . . . , n −m} and∆ = {n−m+ 1, . . . , n}. Let

X(∆,Λ) =
⋂

λk>1

⋂

{i,i+1}⊂Λk

(xi −xi+1)
⊥ ∩

⋂

i∈∆

x
⊥
i , giving êX(∆,Λ) =

∏

λk>1

∏

{i,i+1}⊂Λk

ei,i+1

∏

i∈∆

bi.
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If D = D(∆,Λ) is the set of decompositions of(∆,Λ) as in§2, then forθ = (θ1, θ2) ∈ D,
let

eθ =
∏

{i,j}∈θ2

eij
∏

{i,j}∈θ1

eij
∏

{−i,−j}∈θ1

aij

∏

{i,−i}∈θ1

bi.

The relationŝeY = êY1
. . . êYk

for Y ∈ Ωk, k ≥ 2, andY1 ∩ · · · ∩ Yk reduced, then become
ê
X(∆,Λ) = eθ, for all pairs(m,λ) consisting of an integer1 ≤ m ≤ n andλ a partition of
n−m, Λ the canonical partition of typeλ,∆ = {n −m+ 1, . . . , n} andθ ∈ D(∆,Λ).

It remains to consider thes êY = ê(Y )ss, where Lemma 12 applies equally to typeB, while

for Y = x
⊥
i we can use Lemma 9 from the Boolean case. This leaves unresolved the cases where

s = sn orY = (xi +xj)
⊥, for which the proof of the following is much the same as for Lemma

12:

Lemma 13.LetΦ = Bn. Then (i). the relationssn êY = ê(Y )sn
sn for Y = (xi − xn)⊥ can be

deduced from the relations forW , and
(ii). the relationssi êY = ê(Y )si

si for Y = (xi + xj)
⊥ are implied by the relationssi êY =

ê(Y )si
si for Y = (xi − xj)

⊥, by thesiai,i+1 = ai,i+1si (1 ≤ i ≤ n − 2); by snaij = aijsn

(1 ≤ i < j ≤ n− 1), and bysn−1an−1,n = an−1,nsn−1.

The first part of the Lemma leaves theY = (xi − xj)
⊥ for 1 ≤ i < j ≤ n − 1, ie: the

relationssneij = eijsn (1 ≤ i < j ≤ n− 1).

Theorem 7.The arrangement monoidM(Bn,H) has presentation,

s1 s2 sn−1 sn

4

M(Bn,H) = 〈s1, . . . , sn, e1, e2 | (sisj)
mij = 1, e2i = ei, sn−1e1 = e1, sne2 = e2,

sie1 = e1si (i 6= n− 2, n), sie2 = e2si (i ≤ n− 2),

e1e2 = e2e1, sne2 = e2sn, sn−2e1 = sn−1e1sn−1sn−2,

en−3,n−2e1 = e1en−3,n−2, en−2,n−1e1 = e1en−2,n−1,

snsn−1e2sn−1 = sn−1e2sn−1sn, bn−1e2 = e2bn−1, sn−1an−1,n = an−1,nsn−1,

siei,i+1 = ei,i+1si, (1 ≤ i ≤ n− 2), sneij = eijsn, (1 ≤ i < j ≤ n− 1),

siai,i+1 = ai,i+1si, (1 ≤ i ≤ n− 2), snaij = aijsn, (1 ≤ i < j ≤ n− 1),

ê
X(∆,Λ) = eθ,m an integer, λ a partition ofn−m, θ ∈ D(∆,Λ)〉.

This brings us finally to typeD, where the atomic elements are theA = {(xi ± xj)
⊥ | 1 ≤

i < j ≤ n}}, with eij as in typeA, and

aij = êY =





(sj . . . sn−1)(si . . . sn−3)g
−1eg(sn−3 . . . si)(sn−1 . . . sj), 1 ≤ i < j ≤ n− 1,

(si . . . sn−3)g
−1eg(sn−3 . . . si), 1 ≤ i < j = n,

sn−2g
−1egsn−2 i = n− 1, j = n,

whenY = (xi + xj)
⊥, and whereg = sn−2sn−1sn.

TheW -orbits onH are parametrised [3, Proposition 5] by the pairs(m,λ) of an integer
0 ≤ m ≤ n with m 6= 1, andλ = (λ1, . . . , λp) a partition ofn−m, except ifm = 0 and all the
λi are even, in which case there are two orbits corresponding tothis pair. The rank two subspaces
of H are thus theX(∅, Γ, {{i1, i2}, {i3, i4}, {i5}, . . .}), X(∅, Γ, {{i1, i2, i3}, {i4}, . . .}) and
X({i1, i2}, Γ, {{i3}, . . .}). By [3, Proposition 5] these correspond tofourW (Dn)-orbits, where
we are free to choosei’s at will, as well asΓ in the second two cases, andΓ = ∅ or {n} in the
first. Thus,

Ω2 = {(xn−3 − xn−2)
⊥ ∩ (xn−1 − xn)⊥, (xn−3 − xn−2)

⊥ ∩ (xn−1 + xn)⊥,

(xn−2 − xn−1)
⊥ ∩ (xn−1 − xn)⊥, (xn−1 − xn)⊥ ∩ (xn−1 + xn)⊥},



Partial mirror symmetry II: Generators and relations 13

and so the commuting of the idempotents relations becomeen−3,n−2e = e en−3,n−2,

en−3,n−2sn−2g
−1egsn−2 = sn−2g

−1egsn−2en−3,n−2,

en−2,n−1e = e en−2,n−1, andsn−2g
−1egsn−2e = esn−2g

−1egsn−2.
In general we get orbit representatives theX(∆,Λ) = X(∆,∅, Λ) of [3, §2.2] whereΛ is

the canonical partition of{1, . . . , n − m} and∆ = {n − m + 1, . . . , n}, except for∆ = ∅

and the|Λi| all even, where we have representativesX(Λ,∅) = X(∅,∅, Λ) andX(Λ, {n}) =
X(∅, {n}, Λ).

All of which results in the expressions,

êX(∆,Λ) =
∏

λk>1

∏

{i,i+1}⊂Λk

ei,i+1

∏

{i,i+1}∈∆

ei,i+1

∏

{i,i+1}∈∆

ai,i+1,

(which is also valid forX(Λ,∅)) andê
X(Λ,{n}) = ê

X(Λ,∅)an−1,n. Lemma 3 allows us to read
off, for θ ∈ D(∆,Λ),

eθ =
∏

{i,j}∈θ2

eij
∏

{i,j}∈θ1

eij
∏

{−i,−j}∈θ1

aij , andeθ =
∏

{i,j}∈θ

eij
∏

{i,n}∈θ

ain,

for θ ∈ D(Λ, {n}).
Finally thes êY = ê(Y )ss relations, where Lemma 12 also applies to typeD, leaving unre-

solved the cases wheres = sn or Y = (xi + xj)
⊥:

Lemma 14.Let Φ = Dn. Then (i). the relationssn êY = ê(Y )sn
sn for Y = (xj − xk)

⊥ are
implied by the relations forW , snej,n−1 = ajnsn (1 ≤ j ≤ n − 2), snejn = aj,n−1sn

(1 ≤ j ≤ n− 2) andsne = e sn;
(ii). the relationssi êY = ê(Y )si

si for Y = (xj + xk)
⊥ are implied by the relationssi êY =

ê(Y )si
si for Y = (xj − xk)

⊥, by sn−2an−1,n = an−2,nsn−2, by thesiai,i+1 = ai,i+1si (1 ≤

i ≤ n − 1), by thesnajn = ej,n−1sn (1 ≤ j ≤ n − 2), by thesn−1ajk = ajksn−1 (1 ≤ j <

k ≤ n− 2), and by thesnajk = ajksn (1 ≤ j < k ≤ n− 1).

Theorem 8.The arrangement monoidM(Dn,H) has presentation,

sn

sn−1

sn−2 s2 s1

M(Dn,H) = 〈s1, . . . , sn, e | (sisj)
mij = 1, e2 = e, sn−1e = e,

sie = esi (i 6= n− 2, n), sn−2e = sn−1esn−1sn−2,

en−3,n−2e = e en−3,n−2, en−2,n−1e = e en−2,n−1

sn−2g
−1egsn−2e = esn−2g

−1egsn−2,

en−3,n−2sn−2g
−1egsn−2 = sn−2g

−1egsn−2en−3,n−2,

sn−2an−1,n = an−2,nsn−2, siei,i+1 = ei,i+1si, (1 ≤ i ≤ n− 2),

snej,n−1 = ajnsn, (1 ≤ j ≤ n− 2), snejn = aj,n−1sn, (1 ≤ j ≤ n− 2),

siai,i+1 = ai,i+1si, (1 ≤ i ≤ n− 1), snajn = ej,n−1sn, (1 ≤ j ≤ n− 2),

sn−1ajk = ajksn−1, (1 ≤ j < k ≤ n− 2), snajk = ajksn, (1 ≤ j < k ≤ n− 1),

ê
X(Λ,{n}) = eθ, θ ∈ D(Λ, {n}), ê

X(∆,Λ) = eθ,m 6= 1, λ a partition ofn−m,

θ ∈ D(∆,Λ)〉.
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