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1 Clockwork Topology

(1.1) A combinatorial2-complexK is made up of three (countable) setsVK , EK andFK (vertices, edges
and faces), together with various incidence maps that describe how the pieces fit together. We have

−1 : EK −→ EK

s, t : EK −→ VK

v1 = s(e)

v2 = t(e)
e

so that−1 assigns each edge to another, called its inverse, ands, t assigns vertices toe, the start and
terminal vertex. There are no restrictions on these maps excepte−1 6= e, (e−1)−1 = e, s(e−1) = t(e)
andt(e−1) = s(e). Thus, we may draw pictures like the one on the right above, with v1 = s(e) = t(e−1)
andv2 = t(e) = s(e−1), but it is important to keep in mind that such pictures are purely for illustrative
purposes. One thinks of the inverse edgee−1 as juste, but traversed in the reverse direction (or with the
reverse orientation). The vertex and edge sets, together with these maps form a directed graph called the
1-skeletonK1 of K (the vertices alone form the0-skeletonK0).

It is tempting to define faces of a2-complex in terms of boundary paths, but we may want to have
several faces with the same boundary, so we need to be a littlemore careful. A path inK is a sequence
of edgeseε1

1 . . . eεk

k , εi = ±1, consecutively incident in the sense thatt(eεi

i ) = s(e
εi+1

i+1 ), and closed if
t(eεk

k ) = s(eε1

1 ). The mapss, t,−1 can be extended to paths in the obvious way, with(eε1

1 . . . eεk

k )−1 =
e−εk

k . . . e−ε1

1 . We also allow a single vertex to be a path.
Two pathsw1 andw2 arecyclic permutationsof each other ifw1 = eε1

1 . . . eεk

k thenw2 = e
εj

j . . . eεk

k e
ε1

1

. . . e
εj−1

j−1 for somek. A cyclein the1-skeleton is a set consisting of a path and all of its cyclic permuta-
tions.

The final ingredient then in the definition of a combinatorial2-complex is the incidence maps that say
how the faces are glued onto the1-skeleton,

−1 : FK −→ FK

∂ : FK −→ cycles

f ∂f

which must satisfyf−1 6= f , (f−1)−1 = f , andw ∈ ∂(f) iff w−1 ∈ ∂(f−1). One thinks of the inverse
facef−1 as justf , but with the boundary traversed in the reverse direction. When there is no need to be
more precise, we will often just write∂f to designate some boundary label off . All our complexes will
be locally finite, in that the image of any object under the incidence mapss, t and∂ is finite.

(1.2) Our first example is shown below left, where we have adopted the convention (which we will
generally maintain) that parts of the complex with the same label give the same element of the set (so are
to be thought of as being identified). This2-complex has two vertices, two edges and two faces, drawn in
a “face-centric” manner. Carrying out the identifications gives a2-sphere as shown on the right.

combinatorial model:v1 v1v2 v2

e1

e2

f1

e2

e1

f2 topological:

f1

f2

v1

v2

e1

e2

Neither the identifications nor the topological interpretation are an intrinsic part of the complex: they are
purely to guide the intuition and to provide motivation. Thecomplex is completely determined by the
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data:VK = {v1, v2}, EK = {e1, e2} andFK = {f1, f2} with incidence mapss(e1) = v1, t(e1) = v2,
and so on, which would suffice if necessary for a purely logical (ie: algebraic) development. We shall
take advantage however of the nice topological analogy and not hesitate to draw topological pictures.

fv v

e

e
Similarly we call this complex the (real) projective planeRP2, a combinatorial model

for the disc with antipodal points on the boundary identified. The justification for the
name projective is the following:RP2 is the space of1-dimensional linear subspaces
of R3, the points of which are in one to one correspondence with pairs of antipodal
points on the2-sphere inR3. “Throwing away” the northern hemisphere gives a disc

with antipodal points on the equator identified. We have again drawn the complex face-centrically at the
expense of repeating the single vertex and edge twice in the picture. An alternative picture would have a
single vertex and an edge loop with a face “sewn in” so that itsboundary travels twice around the loop.

Similarly,

f

v

v

v

v

e1 e1

e2

e2

topologically=

. . . . . .

...

...

fn,m

en,m

ēn,m

vn,m

illustrate the torus and two infinite complexes: the plane and the infinite4-valent tree.

(1.3) Because of their very simple combinatorial nature, we oftenneed to be able to make the structure
of a2-complex “finer” by chopping edges and faces into pieces. There are two fundamental moves:

v1

v2
e

v1

v2
v′

e1

e2 f f1 f2e

namely subdividing an edge into two new ones (by adding a new vertex) or subdividing a face into two
new ones (by adding a new edge). We leave it to the reader to verify the (obvious) fact that the new
objects are2-complexes. Asubdivisionof a complex is then the complex obtained by applying these two
moves a finite number of times (in any order).

(1.4) A subcomplexK ′ of K is a collection of three subsetsVK′ ⊆ VK , EK′ ⊆ EK , FK′ ⊆ FK such
that the restriction to these subsets of the various incidence maps makesK ′ into a2-complex. Thus the
equator of the2-sphere complex is a subcomplex (as is indeed the1-skeleton of any2-complex) while
the torus complex above is not a subcomplex of the plane complex.

(1.5) We can glue complexes together (or even glue a complex to itself) to obtain new complexes. Sup-
pose∼ is an equivalence relation on the setsVK , EK andFK (using the same symbol for the three differ-
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ent relations). The relation∼ needs to be compatible with the incidence maps so that if edgese1 ∼ e2 are
equivalent then so are the start and terminal verticess(e1) ∼ s(e2), t(e1) ∼ t(e2) as well ase−1

1 ∼ e−1
2 ;

if facesf1 ∼ f2, then for anyw1 ∈ ∂f1 there is a uniquew2 ∈ ∂f2 such that ifw1 = eε1
α1
. . . eεn

αn
then

w2 = eν1

β1
. . . eνn

βn
andeαi

∼ eβi
; similarly f1 ∼ f2 precisely whenf−1

1 ∼ f−1
2 . The final condition is

that an object is never equivalent to its inverse:e 6∼ e−1 andf 6∼ f−1. This is so that when we glue
equivalent things together, objects and their inverses remain distinct from each other, which is one of the
fundamental properties of a2-complex.

A trivial example is the “Euclidean plane” complex where∼ makes all ver-
tices and faces equivalent and two edges are equivalent iff they are both hori-
zontal or both vertical. Given such a∼, thequotient complexK/∼ has vertices,
edges and faces the setsVK/∼, EK/∼ andFK/∼; if [·] is some equivalence
class, then the new incidence maps (for which we’ll use the same letters as the
old ones) ares([e]) = [s(e)], t([e]) = [t(e)], [e]−1 = [e−1], ∂([f ]) = [∂(f)]
and[f ]−1 = [f−1]. One can extend these maps to paths in an obvious way.

Exercise 1 Check that these maps make sense and indeed give a2-complexK/∼. Show that the
mapq associating to each vertex, edge and face, its equivalence classq(·) = [·], is a mapping of2-complexesq : K → K/∼ (see
§2).

Thus the quotient in the example above is the torus complex.

f

v

v

v

v

e1 e1

e2

e2

If the relation is weakened a little so that two vertices, edges or faces are equivalent precisely when one
can be shifted horizontally onto the other thenK/∼ is an infinite cylinder.

2 From 2-Complexes to Groups

(2.1) We now formulate a discrete version of homotopy–the deformation of paths in a2-complex. Given
a path in a2-complex, we allow ourselves two fundamental moves; the first

eε1

1 . . . eεi

i e
εi+1

i+1 . . . e
εk

k

←→

eε1

1 . . . eεi

i (ee−1)e
εi+1

i+1 . . . e
εk

k

ei

ei+1

ei

ei+1

e

inserts or deletes aspur: an edge/inverse edge pair of the formee−1 or e−1e. The second

eε1

1 . . . eεi

i e
εi+1

i+1 . . . e
εk

k

←→

eε1

1 . . . eεi

i ∂fe
εi+1

i+1 . . . e
εk

k

ei

ei+1

ei

ei+1

f
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inserts or deletes the boundary of a face: aw ∈ ∂(f) for f some face ofK with s(w) = t(w) = t(eεi

i ) =
s(e

εi+1

i+1 ).
Two pathsw1, w2 arehomotopic(writtenw1 ∼h w2) iff there is a finite sequence of these two moves

taking one path to the other. For example, two paths running different ways around a face are homotopic:

−→ −→f f f

v

To get from the first picture to the second, insert the boundary of the face, using thew ∈ ∂(f) with start
vertexv; to get from the second to the third, remove the obvious spurs.

Exercise 2 Show that homotopic paths must have the same start and terminal vertices and that homotopy is an equivalence relation
on the set of paths inK.

Denote the homotopy equivalence class of a pathw by [w]h.

(2.2) If w1, w2 are paths in a2-complexK with the terminal vertex ofw1 the start vertex ofw2, then let
w1w2 be the path obtained by juxtaposing these two, ie: by traversing the edges ofw1 and then the edges
of w2:

w1
w2

We can think of this as a kind of “product” of paths, which in fact is defined upto homotopy in the sense
that if,

w1 ∼h w
′
1 andw2 ∼h w

′
2 thenw1w2 ∼h w

′
1w

′
2.

(Exercise!) We can thus extend to a product on the homotopy classes of paths inK: if [w1]h and[w2]h
are two such, wheret(w1) = s(w2), then

[w1]h[w2]h
def
= [w1w2]h.

This multiplication fails to give us a group as we can only multiply paths if the first finishes where the
second starts.

Aside 1 Assuming the reader knows the definition of a category, we have obvious “large” categories like the category of all groups,
where the collection of objects (the groups) does not form a set. On the other hand there are the “small” categories where the
objectsdo form a set. Indeed a single group can be turned into a categoryin the following way: there is just one object,∗ say,
and morphisms∗ → ∗ in 1-1 correspondence with the elements of the group. The composition of morphisms is just the group
operation, ie: iff : ∗ → ∗ andg : ∗ → ∗ are morphisms thenh : ∗ → ∗ is their composition iffh = fg in the group.

Generalising just a little, we can replace the single element object set by an arbitrary setOb. A groupoid is a small category
such that every morphism is invertible: for eachx, y ∈ Ob there are distinguished morphisms idx : x → x and idy : y → y such
that for anyf : x→ y there is af−1 : y → x with the compositionsff−1 andf−1f equal to the respective identities.

There are various interesting examples that arise in nature. The tiling of the plane by squares has a group of symmetries
(isomorphic toZ ⊕ Z) whereas a Penrose tiling of the plane has agroupoid of “local symmetries”. For another example letX
be a topological space so that a choice of basepoint gives the(topological) fundamental group ofX. Instead we could construct a
groupoid by taking as object set the spaceX and for any two points in the space, the morphisms between them the homotopy classes
of paths joining the points. One composes morphisms in the obvious way by considering the homotopy class of the juxtaposed path
whenever the first finishes at the same point that the second starts. This is thefundamental groupoidof the spaceX.

Exercise 3 Show that the collection of homotopy classes of paths inK, together with the multiplication above, forms a groupoid,
the fundamental groupoid ofK.
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(2.3) To get a group from homotopy classes of paths we need to ensurewe can always multiply paths.
LetK be a2-complex and fix a vertexv. Letπ1(K, v) be the set of all homotopy classes of closed paths
with start (and hence terminal) vertexv.

Theorem 2.1 π1(K, v) together with the product[w1]h[w2]h = [w1w2]h forms a group with identity[v]h
and[w]−1

h = [w−1]h.

If you are familiar with the corresponding result from topology (whereK is replaced by a topological
space and homotopies are continuous) then you will know thatthe proof, while not difficult, is fiddly.
For instance, associativity requires the construction of ahomotopy from the path(w1w2)w3 to the path
w1(w2w3). In contrast, the proof of Theorem 2.1 is completely straightforward and left as an exercise
(for example, associativity is immediate!). That the proofs are simpler, in the early stages at least, is one
of the main advantages of working combinatorially rather than topologically.

v1 v1v2 v2

e1

e2

f1

e2

e1

f2

To computeπ1(S
2, v1), it is clear that any loop in the1-

skeleton based atv1 must be of the formw = (e1e2)
ε1 . . . (e1e2)

εk

with theεi = ±1. Equally clearly, the loops(e1e2)±1 are ho-
motopically trivial, bounding as they do the facesf1 and f2.
Thus any loop is homotopically trivial and the group is the triv-
ial group.

fv v

e

e
To compute the fundamental group of the projective plane, note that the edgee is

a loop based atv, homotopically non-trivial as it is neither the boundary ofa face or
a spur. On the other hand,ee is a homotopically trivial loop, and in fact these are
homotopically the only two possibilities. Indeed, any loopbased atv has the formek

for somek ∈ Z, and is homotopically trivial if and only ifk ≡ 0 mod2, otherwise it is
homotopic toe. Thus, the fundamental group is isomorphic to the cyclic groupZ/2.

The single loop complex shown has a somewhat larger fundamental group. It is intuitively clear that
any path has the formek for somek ∈ Z, where no twoek andel are homotopic (unlessk = l) making
π1(K) in this case look likeZ itself. Generalising, the “bouquet of circles” complex

v econsists of a single vertex with a number of loops based at it.It has fundamental group
consisting of all (homotopy classes of) pathseε1

i1
. . . eεk

ik
with theeij

edges and where
two such are distinct if neither contains a spur and they are not identical (these intuitive statements will
be justified later).

(2.4) A 2-complex isconnectedif there is a path between any two of its vertices. In this casethere is an
essentially unique fundamental group ofK, for if u, v are vertices andw is a path inK from u to v, then
define a mapϕ : π1(K,u) −→ π1(K, v) by

[w1]h
ϕ7−→ [w−1w1w]h.

w
w1

w2

u

v

Exercise 4

1. Show that ifw1 ∼h w
′

1 thenww1w−1 ∼h ww
′

1w
−1, thusϕ is well defined.

2. Show thatϕ is a homomorphism.

3. Defineψ : π1(K, v) −→ π1(K,u) by [w2]h 7−→ [ww2w−1]h. Show thatψ is a well defined homomorphism and that
ϕψ andψϕ are the respective identity maps (this means thatww−1w1ww−1 ∼h w1 andw−1ww2w−1w ∼h w2).

We will only ever deal with connected complexes, in which case the exercise means we get the same
group (upto isomorphism) no matter which vertex we choose tobase our closed paths at. We will often
write justπ1(K) for the fundamental group from now on.
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(2.5) There are classes of complexes defined by their fundamental groups. For example, a complexK is
called atree iff the face set ofK is empty andπ1(K) is the trivial group. As there are no face boundaries
to insert or delete from paths, this means that any loop inK can be reduced to the empty loop by a finite
sequence of insertions or deletions spurs. Alternatively,between any two vertices there is a unique path
without spurs (as two paths differ by a loop, which must therefore be a collection of spurs).

(2.6) A mapK1
p−→ K2 between2-complexes assigns to each vertex ofK1 a vertex ofK2, each edge

ofK1 an edge or vertex ofK2, and each face ofK1 a face, path or vertexK2. All of this must be done in
an incidence preserving manner:

p−−−−−−→
v1

v2
e

p(v1)

p(v2)
p(e) p−−−−−−→

f

p(f)

∂f ∂p(f) = p∂(f)

andp(e−1) = p(e)−1, p(f−1) = p(f)−1. If e is mapped to a vertex then it must be one ofp(v1) or
p(v2); if f is mapped to a path then it must be homotopically trivial. Theincidence preserving condition
is meant to be a combinatorial version of continuity.

As it preserves the incidence of edges at a vertex, a map can beextended to paths in an obvious manner,
and so in particular can be extended to closed paths. Thus, ifv is a vertex ofK1 we can define a map

π1(K1, v)
p∗

−→ π1(K2, p(v))

by takingp∗[w]h = [p(w)]h for any closed pathw in K1.

Exercise 5

1. Show thatp∗ is well-defined (ie: sends homotopic paths to homotopic paths) and is a group homomorphism.

2. Let 2-Comp be the category with objects the2-complexes and morphisms the maps between2-complexes defined above.
Show thatπ1 is a (covariant) functor from2-Comp to the categoryGroups (with morphisms the group homomorphisms).

(2.7) A map is dimension preservingif VK1

p−→ VK2
, EK1

p−→ EK2
andFK1

p−→ FK2
(abusing

notation by using the same letter for all three maps). One canalways ensure that a map is dimension
preserving by adjusting, if necessary, the image complex.

Proposition 2.1 If K1
p−→ K2 is a map of2-complexes then there is a2-complexK2 and a dimension

preserving mapK1
p−→ K2 such thatπ1(K2, p(v)) ∼= π1(K2, p(v)), and

π1(K1, v) π1(K2, p(v))

π1(K2, p(v))

p∗

p∗ ∼=

commutes.

Proof: If the map is not dimension preserving, the two things that could happen is that

p

p

f e

f

f

p

p
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an edge is mapped to a vertex, or a face to a homotopically trivial path. In the second case, add a new face
f toK2 with boundary the image path. In the first, add a new edge-loope at the vertex and a new facef
with boundary this loop. We leave it to the reader to show these modifications have the desired effect.2

(2.8) A map is anisomorphismif it preserves dimension and is a bijection on the vertex, edge and face
sets. It is then easy to see that the inverse mapp−1 on each set preserves incidence and is also a2-complex
mapK2 → K1.

An automorphismofK is an isomorphismK → K, and as usual they form a group under composition
Aut(K). If K is a finite complex then Aut(K) is clearly a finite group.

Exercise 6 What, if any, is the relationship between Aut(K) and Aut(π1(K))?

A mapK
p−→ K of a complex to itself is aninversioniff p(e) = e−1 for some edgee or p(f) = f−1

for some facef . Let Aut+(K) be the subset of Aut(K) consisting of those automorhisms that arenot
inversions.

Exercise 7 Is Aut+(K) a subgroup of Aut(K)?

(2.9) A groupG actson a complexK if there is a homomorphism of groupsG → Aut(K). The action
is orientation-preservingwhen the image of the mapG → Aut(K) is contained in Aut+(K). One also
says thatG actswithout inversions.

Whenever we have an orientation-preserving action of a group on a complex we obtain a quotient
complex. The orbits of the action form the equivalence classes of an equivalence relation onK, where
two objects are equivalent iff the action takes one to the other. Let two verticesv1 ∼ v2 precisely when
they lie in the same orbit of theG-action onVK ; define∼ in the same way onEK andFK . It isn’t hard,
using the properties of maps, to see that this equivalence relation is compatible with the incidence maps
for K. As the action is orientation-preserving, we never have an object∗ ∼ ∗−1, that is, equivalent to its
inverse. From now on,all group actions on complexes will be assumed to be orientation preserving.

The quotientK/∼, writtenK/G, is called the quotient ofK by the action ofG. As an example, let
G = Z⊕ Z act on the Euclidean plane complex by

∗n,m
(1,0)−→ ∗n+1,m and∗n,m

(0,1)−→ ∗n,m+1,

where∗ is some vertex, edge or face, and a general(α, β) ∈ Z ⊕ Z acts as the composition ofα times
the first map followed byβ times the second. The quotient complexK/G is the torus2-complex.

As with any quotient of complexes we have a quotient mapq : K → K/G sending an object ofK
to its orbit. As this is a map of2-complexes (see the exercise at the end of(1.5)) we have an induced
(surjective) mapq∗ : π1(K) → π1(K/G). Hencethe fundamental group of a quotient is a quotient of
the fundamental group.

(2.10) We saw in§1 that an equivalence relation could be used to form the quotient of a2-complex. We
can also use a map between complexes to glue the two together.Suppose thatp : K0 → K2 is a map of
2-complexes whereK0 is a subcomplex of a largerK1,

p
K0K1 K2

(K1 ∪K2)/∼

If ∗ is any vertex, edge or face ofK0, let∼ be the equivalence relation on the disjoint unionK1 ∪ K2

generatedby the relations∗ ∼ p(∗). The quotient complex(K1 ∪K2)/∼ is what is obtained bygluing
K1 andK2 together alongK0, via theattaching mapp.

8



Aside 2 We saygeneratedbecause∗ ∼ p(∗) by itself does not give an equivalence relation. By generated we mean the following:
any equivalence relation on a setX corresponds to a subsetS ⊆ X × X with (x, y) ∈ S iff x ∼ y. Given relations∼1 and
∼2 onX we can therefore say that∼1 is weakerthan∼2 iff the correspondingS1 ⊆ S2. Given any subsetW ⊆ X ×X, the
equivalence relationgeneratedbyW is then the weakest equivalence relation containingW (weakest in the sense that no weaker
relation containsW ).

3 From 2-Complexes to Groups: more advanced features

(3.1) A groupG actsfreelyon a2-complexK if no non-trivial element ofG fixes a vertex. When we have
a free action, we can relate the fundamental group of the quotient complex toG in the following way: we
have a map of2-complexesp : K → K/G which induces a homomorphismp∗ : π1(K)→ π1(K/G).

Theorem 3.1 LetG act freely on the (connected)2-complexK. Then,

π1(K/G)/p∗(π1(K)) ∼= G.

Proof: Givenv ∈ VK/G ande ∈ EK/G with start vertexv, let ṽ be a vertex ofK such thatp(ṽ) = v
(ie: v is really an equivalence class of vertices andṽ a representative vertex of it). Now, there is certainly
an edgẽe of K with start vertex̃v that represents the equivalence class of edgese (ie: p(ẽ) = e). There
cannot however be distinct̃e1, ẽ2 ∈ K starting at̃v and representinge, for if so, there would be a non-
trivial element ofG sending̃e1 to ẽ2 and thus fixing̃v.

Thus for any representative vertexṽ for v, there is auniquerepresentative edgẽe for e starting at
ṽ. This can be extended (by induction) to paths: ifγ is a path inK/G starting atv there is a unique
representative path̃γ for γ in K and starting at the representative vertexṽ.

Fix a basepointv in K/G and a representative vertexṽ for it in K. If γ is a closed path inK/G at
v then letγ̃ be as above, hence a path inK (now not necessarily closed) from̃v to some other repre-
sentative vertex forv, sayṽ1. In particular, there is

ṽ
ṽ1

γ̃

p
v γa unique elementg ∈ G that takes̃v to ṽ1 (unique,

as if there are two such elementsg1, g2, theng1g
−1
2

fixes ṽ hence is the identity, sog1 = g2). Define a
mapϕ : π1(K/G)→ G by sending[γ]h to g. It is not hard to show that ifγ1 is homotopic toγ then the
unique representativẽγ1 starting at̃v also finishes at̃v1. Thusϕ is a well-defined map.

ṽ
ṽ1

ṽ2

γ̃2

γ̃1

g1(γ̃2)

g1

g2

g1(g2(ṽ)) For γ1, γ2 loops atv let γ̃i be the unique representative paths inK
starting at̃v andgi the elements ofG taking ṽ to ṽi. Thenγ̃1g1(γ̃2) is
a path representingγ1γ2, starting at̃v and finishing atg1(g2(ṽ)), so by
uniqueness,ϕ[γ1γ2]h = g1g2 = ϕ[γ1]hϕ[γ2]h. For g ∈ G, let γ̃ be a
path inK from ṽ to g(ṽ), a representative for a loop inK/G (asṽ and
g(ṽ) represent the same vertex ofK/G). Thusϕ[γ]h = g and soϕ in

onto. Finally[γ]h is in the kernel precisely when the representativeγ̃ is a loop (by the freeness of the
action). It is easy to see that suchγ correspond precisely top∗(π1(K)). The result then follows by
applying the first isomorphism theorem. 2

Exercise 8 Show that the theorem is not true if we drop our standing insistence that group actions preserve orientation.

(3.2) Another algebraic invariant for topological spaces that isuseful in the combinatorial setting is
(integral) homology. For a2-complexK, let C0(K) be the free Abelian group with generators the
verticesVK . Thus the elements ofC0(K) are formal expressions of the form,

a1v1 + a2v2 + · · ·+ akvk,

with the ai ∈ Z. Two such0-chainsare added component-wise by adding the coefficients of each
vertex. Similarly we have the free Abelian groupC1(K) of 1-chains on the generatorsEK and the2-
chainsC2(K) on the faces. If the complex is finite, then these groups are nothing other thanC0(K) ∼=
Z|VK |, C1(K) ∼= Z|EK | andC2(K) ∼= Z|FK |.
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v1

v2
e

The boundary of an edgee is defined by∂1(e) = v2 − v1 ∈ C0(K). Given any
1-chain

∑
aiei, let ∂1(

∑
aiei) =

∑
ai∂1(ei). It is straight forward to verify that

∂1 : C1(K)→ C0(K) is a group homomorphism. Similarly for a facef with boundary
labeleα1

1 . . . eαk

k we have the boundary∂2(f) =
∑
αiei ∈ C1(K), and extending this

to 2-chains in exactly the same way as the above gives a homomorphism∂2 : C2(K)→ C1(K).
If we now consider the image of a facef under the composition map∂1∂2, we get

for the section of boundary shown, that∂2(f) is a sum whose terms includee + e′

in C1(K). In the image of this segment under∂1 the contribution of vertexv is v
v

f
uu′

ee′

(from ∂1(e) = v − u) and−v (from ∂1(e
′) = u′ − v). Thus∂1∂2 maps this face to0 ∈ C0(K).

The sequence of Abelian groups and boundary maps,

C2(K)
∂2−→ C1(K)

∂1−→ C0(K)

thus satisfies∂1∂2 = 0. Call an element ofCi(K) that is in the kernel of the appropriate∂i an i-cycle1

(intuitively cycles have no boundary), while an element in the image is ani-boundary. By the previous
paragraph, ifw is a1-boundary thenw = ∂2(

∑
aifi) for some2-chain, hence∂1(w) = ∂1∂2(

∑
aifi) =

0 as∂1∂2 is the zero map. In other words,every1-boundary is also a1-cycle.
Being the kernels and images of the groupsCi(K) under the∂ homomorphism, thei-cycles and bound-

aries are subgroups ofCi(K), and as these groups are abelian, we may form quotients. The homology
groups ofK are then,

H0(K) =
C0(K)

0-boundaries
, H1(K) =

1-cycles
1-boundaries

, H2(K) = 2-cycles.

The middle group is the typical one; the outer two differ as there are no elements ofC2(K) in an image
and none inC0(K) in a kernel. The coset containing a particular object in any dimension is itshomology
class, denoted[·]H .

Proposition 3.1 1. IfK is connected thenH0(K) ∼= Z.

2. IfK is a graph thenH2(K) is trivial.

3. If w is a loop at the basepointv ofK with labeleε1

1 . . . eεk

k , then the map given by

[eε1

1 . . . eεk

k ]h 7→
[∑

εiei

]

H

is a homomorphismπ1(K, v)→ H1(K).

The proof is left as an exercise. The homomorphism from the third part is called theHurewicz map.

Exercise 9 Show that the Hurewicz map is surjective with kernel the commutator subgroup ofπ(K, v), ie: the subgroup whose
elements consist of all products of commutators[a, b] = aba−1b−1 and their inverses.

Exercise 10 Call an abelian groupfinitely generatedif it is isomorphic toZ/n1 × Z/n2 × · · · × Z/nk × Z × · · · × Z, a finite
product of finite cyclic groupZ/n’s andZ’s. Find examples of graphsK whereH1(K) is not finitely generated.

(3.3) If the homologies of a complexK are finitely generated, then call the number ofZ’s in Hi(K) its
(torsion free)rank and denote it rankZHi(K). TheEuler characteristicof K is then defined as

χ(K) =
∑

(−1)irankZHi(K).

Proposition 3.2 If K is a finite complex, show that the Euler characteristic is given by

χ(K) = |VK | − |EK |+ |FK |.

Proof: Is left as an exercise.

1Don’t confuse these with the cycles of§1!
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4 Presentations

(4.1) Let X = {xα |α ∈ A} be acountableset, andX−1 = {x−1
α |α ∈ A} another of the same

cardinality disjoint fromX . A word in the symbolsX ∪X−1 is an expression of the form

xε1

α1
xε2

α2
. . . xεk

αk
,

whereεi = ±1. We also have the empty word, which is denoted by a complete absence of symbols! For
wordsw1, w2, letw1w2 be their juxtaposition (so that if either is empty thenw1w2 is just the other) and
if w = xε1

α1
. . . xεk

αk
then the inverse word isw−1 = x−εk

αk
. . . x−ε1

α1
. A cyclic permutation ofw is a word

of the formxεi
αi
. . . xεk

αk
xε1

α1
. . . x

εi−1

αi−1
.

LetR = {wβ |β ∈ B} be a fixed set of words inX ∪X−1. We can use the dataX andR to construct
a group. LetW be the set of all words inX ∪ X−1, and define an equivalence relation∼p onW by
w1 ∼p w2 iff w2 can be obtained fromw1 by a finite sequence consisting of the following two moves:

1. insert or delete at any place an expression of the formxαx
−1
α or x−1

α xα;

2. insert or delete at any place awβ , w
−1
β or any cyclic permutation of these.

It is easy to show that this gives an equivalence relation. Let [w]p be the equivalence class of the wordw.
Define a product on these equivalence classes by

[w1]p[w2]p
def
= [w1w2]p.

It is not hard to show that the definition is independent of thechoice of representatives for the equivalence
class, and that in fact,

Theorem 4.1 The setW/∼p of equivalence classes forms a group under this multiplication, with identity
[empty word]p and[w]−1

p = [w−1]p. Denote this group by〈X ;R 〉.

If G is a group, then we say that〈X ;R 〉 is apresentationforG iff G ∼= 〈X ;R 〉. Intuitively one thinks
of a presentation as a means of expressing the elements ofG in terms of thexα (thegenerators), with the
wβ (therelations) giving rules for the manipulation of these expressions. Inpractice the[w]p notation is
too unwieldy, and so we write justw, bearing in mind that there may be (many) other ways of expressing
the same element of the group. Ifw′ is another (ie:w′ ∼p w) then writew =G w′, or evenw = w′, and
say these tworepresent the same elementof the groupG. Such ambiguity is part and parcel of dealing
with group presentations. Write1G or just1 for the identity.

(4.2) Some examples of presentations for common garden variety groups are given (without justification)
below. Not all of them are obvious. A sample isomorphism is given, but note that this is not in general
unique.

1. Z ∼= 〈x ; –〉 where – indicates an empty set of relators. An isomorphism isuniquely defined by
x 7→ 1 (x 7→ −1 also works, and these are the only two).

2. Z/n ∼= 〈x ; xn〉 with x 7→ 1 modn (in general,x 7→ k modn works for anyk relatively prime to
n);

3. Zn = Z⊕ · · · ⊕ Z (n times)∼= 〈x1, . . . , xn ; xixjx
−1
i x−1

j for all i 6= j〉 with

xi 7→ (0, . . . , 0, 1, 0, . . . , 0),

the1 in thei-th coordinate.

4. The symmetric group

Sn+1
∼= 〈x1, . . . , xn ; x2

i for all i; (xixi+1)
3 for 1 ≤ i ≤ n− 1; (xixj)

2 for j 6= i± 1〉.

where an isomorphism is given byxi 7→ the transposition(i, i + 1). For those in the know, this
means thatSn+1 is a Coxeter group.
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5. PSL2(Z)
def
= SL2Z/{±I2} ∼= 〈x, y ; x2, y3〉 where

x 7→
[

0 −1
1 0

]
y 7→

[
1 1
0 1

]
.

Here we are using the (standard) abuse of denoting the elements of PSL2(Z) as matrices: the matrix
A is written when we really mean the coset{A,−A}.

6. Any countable groupG has a presentation

〈g ∈ G ; gigjg
−1
k whenevergk = gigj〉.

7. Lie groups likeR,GL2(R),SU2(C) and so on, do not have presentations in the sense that we
have defined them, for the simple reason that these groups areuncountable, while the set of words
onX ∪ X−1 is countable. To at least generate such groups, one approachinvolves the use of,
necessarily uncountably many, “infinitesimal” generators. Although this point of view is important
to the Lie theory, it is not one that benefits from the use of techniques in geometric group theory,
and so will not be discussed further in these lectures.

(4.3) How does one find a presentation for the fundamental groupπ1(K) of a2-complexK? Intuitively,
the generators will be certain homotopy classes of loops at the basepoint and the relations should arise
from the faces. In other words, the generators arise from1-dimensional information and the relations
from 2-dimensional. If we take a spanning tree for the1-skeleton, then loops contained entirely in the
tree play no role, as the fundamental group of a tree is trivial. Thus, the generators should come from
edges not in the tree.

LetK be a connected2-complex andv a vertex ofK. Let T be a connected tree that contains all the
vertices ofK (it is an elementary result from graph theory that such treesalways exist). Choose an edge

v

eα

wα

wα

eα from each edge/inverse-edge pair inK1 \ T . Then there are unique pathswα, wα

without spurs inT , such thatwα connectsv to the start vertex ofeα andwα connects
v to the terminal vertex. Letxα = wαeαw

−1
α , a loop based atv, andX = {xα |α ∈

K1 \T }, the set of loops arising in this way. Choosefβ from each face/inverse-face
pair inK and∂fβ a boundary label forfβ. Let∂fβ = eε1

α1
eε2

α2
. . . eεk

αk
be the boundary

labelafter the edges that are contained in the treeT have been removed. Takewβ = xε1
α1
xε2

α2
. . . xεk

αk
, a

word inX ∪X−1, andR = {wβ | fβ a face ofK}.

Exercise 11

1. Show that ifeε1
α1
eε2
α2
. . . e

εk
αk

is the boundary label of a face (with the edges in the spanningtree removed) then the loop
wβ = xε1

α1
xε2

α2
. . . x

εk
αk

is homotopically trivial.

2. If w is a loop inK at the basepointv, andeα1
, . . . eαk

are the edges (in the order thatw is traversed) not contained in the
treeT , then show thatw is homotopic to the loop corresponding toxα1

. . . xαk
.

Theorem 4.2 〈X ;R 〉 is a presentation for the fundamental group ofK.

Proof: Any wordw in the generatorsX corresponds in the obvious way to a loop inK based atv (as
each generator itself does), so define a mapϕ : 〈X ;R 〉 → π1(K, v) by lettingϕ[w]p = [w]h. To see that
ϕ is well-defined suppose thatw,w′ are words in thexα andw ∼p w

′ by the insertion or deletion of an
xαx

−1
α orx−1

α xα. Then the path inK corresponding tow′ traverses the loopwαeαw
−1
α and then the loop

w−1
α eαwα. Removing the obvious collection of spurs, gives a homotopyto the path corresponding tow,

ie: w ∼h w
′. If w ∼p w

′ via the insertion or deletion of a wordwβ in thexαi
, then the corresponding

paths are homotopic by part (1) of the exercise above. Thus, in any case, ifw ∼p w′ thenw ∼h w′,
giving thatϕ is well-defined.

It is trivial thatϕ is a homomorphism which is onto by part (2) of the exercise above. Suppose now
thatw andw are words in thexα with ϕ[w]p = ϕ[w]p, hencew andw are homotopic inK. Each of
these is a loop inK composed of sub-loops of the form shown in the figure above. Thus, if the homotopy
between them is achieved by the insertion/deletion of spurs, these must be composed of paths of the
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formwαeαw
−1
α w−1

α e−1
α wα or their inverses. This corresponds to an insertion/deletion of axαx

−1
α or its

inverse. If the homotopy involves the insertion/deletion of the boundary labeleα1
, . . . , eαk

of a face, the
edges not contained in the treeT , then this corresponds to the insertion/deletion ofxα1

. . . xαk
. In any

case,w ∼h w givesw ∼p w, ie: ϕ[w]p = ϕ[w]p ⇒ [w]p = [w]p and the map is injective. 2

The elements ofX are calledSchreier generatorsfor the fundamental group.

(4.4) Suppose thatK is a graph, ie: its face setFK is empty. Then rather trivially there are no relations
obtained as there are no faces, so we have a presentation of the form〈x1, . . . , xk; –〉. In fact, since a tree
has one fewer edges than it does vertices, we get that ifK has|VK | vertices and|EK | edges (counting
edge/inverse-edge pairs as one) then we can find such a presentation forπ1(K) with |EK | − |VK |+ 1 =
1− χ(K) generators.

(4.5) The construction gives the expected answers when we look at the combinatorial versions of well
known topological2-manifolds:

π1




f

v

v

v

v

e1 e1

e2

e2



∼= 〈x, y; [x, y]〉 ∼= Z⊕ Z.

(4.6) Similarly,

π1





v

v

v v

v

ei

ei

ei ei

f
(4g-gon) ∼= 〈x1, y1, . . . , xg, yg ;

∏
i[xi, yi]〉,

a so-calledsurface groupof genusg.

(4.7) The complexes below aresimply-connected, which is to say, their fundamental groups are trivial.
You can either take this to be obvious, or for the infinite tree, a justification is given in the section on
coverings.

. . . . . .

...

...

(4.8) Subdividing a2-complex gives one with the same fundamental group:
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Proposition 4.1 If K is a2-complex resulting from a subdivision ofK thenπ1(K, v) ∼= π1(K, v).

Proof: We need only verify the two cases whereK results from the single subdivision of an edgee or a
facef . In the first, letT be a spanning tree for the1-skeleton ofK. If T includese then the applications
of Theorem 4.2 are identical for bothK andK, yielding the same presentations. Ife 6∈ T then adding
edgee1 (see the figures in(1.3)) to T gives a spanning treeT ′ for the1-skeleton ofK. As e is not in
T it contributes a Schreier generator toK, and similarlye2 does toK. The resulting presentations are
identical excepte in one is replaced bye2 in the other.

If K arises by subdividing the facef into f1, f2 by a new edgee, then a spanning treeT for the
1-skeleton ofK suffices for the1-skeleton ofK. We have a new Schreier generatorxα corresponding
to this edge. The only differences in the applications of Theorem 4.2 is the relations arising from the
subdivided face for which we get in the two cases,

w w1 w2

the presentations〈X ;R,w〉 and 〈X,xα;R,w1xα, x
−1
α w2〉. There are no occurrences ofxα in thewi

or any of the relationsR. As xα = w2 in the second presentation it is clearly superfluous, so we may
remove it, the relationxα = w2 and replace all other occurrences ofxα by w2. This gives us the first
presentation. 2

(4.9) Now that we can obtain a group presentation from a2-complex, the question arises as to whether
we can obtain a2-complex from a group presentation? We would like the construction to be “natural”, in
the sense that the resulting complex should have fundamental group with presentation the one we started
with. In general there may be many ways to do this, but the following is the most standard.

Let 〈X ;R 〉 be a presentation for a groupG, and define a2-complexK = K(X ;R) with a single
vertexv. For eachx ∈ X take ae±1

x ∈ EK and for eachw ∈ R a f±1
w ∈ FK . The incidence maps are

given by
s, t(e±1

x ) = v, ∂(fw) = the cyclic permutations ofeε1

xα1
. . . eεk

xαk
,

if w = xε1
α1
. . . xεk

αk
. Intuitively, K has edges that are loops based at the vertex that are in one-one

correspondence with the generators; the faces are “sewn” onto the loops so that their boundaries are the
relators.

Theorem 4.3 〈X ;R 〉 is a presentation forπ1(K(X ;R), v).

The proof is a straight forward application of Theorem 4.2, although notice that initially we get a
presentation〈X ;R 〉 where theR are theR, but possibly cyclically permuted. The Theorem then follows
from the fact that〈X ;R 〉 and〈X ;R 〉 are obviously isomorphic.

CallK(X ;R) apresentation2-complexfor G.

(4.10) We have already seen that maps between complexes induce homomorphism between the funda-
mental groups. In certain situations the converse is (almost) true. What we want is that if

ϕ : π1(K1, v1)→ π1(K2, v2)

is a homomorphism then there is a mapp : K1 → K2 with p∗ being the homomorphismϕ. To be
so, the following in particular must happen: if the homotopyclass of a loopw1 ∈ K1 is sent byϕ to
the homotopy class of a loopw2 ∈ K2, thenp would need to send thepathw1 to thepathw2. The
problem is that at a combinatorial level, the pathsw1 andw2 may be quite different. For example, take
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the homomorphismϕ : Z = 〈t〉 → Z ⊕ Z = 〈a, b〉 given byt 7→ ab interpreted as a map between
fundamental groups as follows,

Z ∼= ∼= Z⊕ Zπ1

(
v e

)
π1




f

v

v

v

v

e1 e1

e2

e2




ϕ

where loope corresponds to the generatort; e1 ande2 to a andb. There is no map from the first complex
to the second sending the generating loop on the left to the loop e1e2 on the right as2-complex maps
must send edges to edges (rather than to paths). The solutionis to subdivide the complex on the left.

Proposition 4.2 Let K1,K2 be 2-complexes, each with a single vertexvi, and ϕ : π1(K1, v1) →
π1(K2, v2) a homomorphism of groups. Then there is a subdivisionK1 of K1 and a2-complex map
p : K1 → K2 such that

π1(K1, v1) π1(K2, v2)

π1(K1, v1)

ϕ

∼= p∗

commutes.

Thus we may replaceK1 by a2-complex with isomorphic fundamental group so that the mapp∗ is the
same, upto this isomorphism, as the original mapϕ.

Proof: Let e be an edge ofK1 and suppose thateα1

1 . . . eαk

k , αi = ±1 is a representative for the ho-
motopy class of the image of[e]h. Subdividee into new edgese′1, . . . , e

′
k oriented so that running

around them following the direction ofe gives the label
(e′1)

α1 . . . (e′k)αk . Perform this procedure for allϕ

p

e

e′1

e′2

e1 ek

the edges ofK1 and call the resulting subdivision
K1. Definep : (K1)

1 → K1
2 by p(e′j) = ej, send-

ing the new vertices tov2. it is easy to see that this is
a map of the1-skeletons (although beware: it uses the fact that

K2 has a single vertex) and that the induced mapp∗ : π1(K1, v1) →
π1(K2, v2) makes the diagram commute. To definep on the faces ofK1,

it remains to show that for every facef ′ in K1 thatp∂(f ′) is a homotopi-
cally trivial path inK2. Since∂f ′ is just the subdivided version of the boundary

∂f of a facef of K1, andϕ is a homomorphism we have that[∂f ]h, henceϕ[∂f ]h is the trivial element
(homomorphisms sending the trivial element to the trivial element). Butϕ[∂f ]h is by definition the
homotopy class ofp(∂f ′), which is thus homotopically trivial as required. 2

The problem that this proposition gets us out of does not arise with topological(ie: CW -) complexes
as maps between them can legitimately send edges to paths.

5 Fundamental groups of graphs

(5.1) A group isfree if and only if it is the fundamental group of a graph. We will eventually give four
definitions for free groups, with this the only one that does not immediately explain the use of the word
“free”. Nevertheless, the topological definition has a nicefeel.
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(5.2) There are many examples of free groups occurring in nature. If K is the graph consisting of one ver-
tex and a sinlge loop, then we saw that the group is nothing other than the integersZ. For non-Abelian ex-
amples, consider the picture at left, which is topologically the same
as a well known picture by the graphic artist M C Escher2.
Let the disc represent the Poincaré model for the hyper-
bolic planeH2 (see Section 10). The arcs are hyper-
bolic lines (orgeodesics), and the regions bounded by
them are hyperbolic triangles. It is one of the in-
triguing properties of hyperbolic geometry that one
can find regular triangles, squares, and so on, with
sides of infinite length, but bounding areas that are
finite in size. In fact all the triangles in the pic-
ture are congruent and have areaπ by the Gauss-
Bonnet theorem. Anautomorphismof this picture
is an isometryH2 → H2 taking the tessellation to
itself. The group of automorphisms is generated by
the three reflectionsa, b, c in the sides of the large tri-
angle in the middle (where reflection can be interpreted
suitably). Reflections are obviously maps that reverse orien-
tation, while the product of two reflections preserves it. Infact
it turns out that the orientation preserving automorphismsform a free group.

Now place a vertex at the center of each triangle, and join twovertices by an edge iff they are in the
interior of adjacent triangles (ie: triangles sharing an edge). The graph obtained is an infinite3-valent
tree. Moreover, the free group consisitng of the orientation preserving automorphisms acts on this tree,
with no non-trivial element fixing a vertex, so is a free action. It will turn out to be acharacterising
property of free groups that they act freely on trees.

(5.3) If a group is the fundamental group of a graph, there will be many different graphs that can play
this role. Indeed, ifK is any2-complex then the following

K K

have the same fundamental group by Theorem 4.2. Thus the graph plays no intrinsic role in the definition
of free group.

Nevertheless, theconnectedgraphs that realise a given free group do have one thing in common,
namely, they all have the same homology. LetCG be the collection of connected graphsK with π1(K) ∼=
G. We haveH0(K) ∼= Z andH2(K) trivial by Proposition 3.1. NowH1(K) is the image ofπ1(K) ∼= G
under the Hurewicz map, thus by Exercise 9,H1(K) ∼= G/[G,G] where [G,G] is the commutator
subgroup ofG.

Exercise 12 Show that for a graphK, having finitely generated homology groups reduces to the condition thatK has finitely many
distinct1-cycles.

For a givenG the graphs inCG may or may not have finitely generated homology. If they do then
the Euler characteristic is defined and constant acrossCG and so the quantity1 − χ(K),K ∈ CG is an
invariant ofG. Call it therank of the free groupG. If the homologies are not finitely generated, say that
G has (countably)infinite rank.

2Actually, this is no coincidence. Escher’s pictures were inspired by a meeting with Coxeter at the ICM in Vancouver in 1954.
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(5.4) We saw in(4.4)that ifK is a graph thenG = π1(K) has a presentation of the form〈x1, . . . , xn; –〉,
wheren = |Ek| − |VK | + 1 = 1 − χ(K) is the rank just defined. Call this afree presentationfor G
(it is free of relations). On the other hand, ifG is the group with free presentation〈x1, . . . , xn; –〉, then
the presentation2-complexK(X ;R) has fundamental groupG, and is a graph, because of the complete
absence of relators. Moreover, it has Euler characteristic1 − n. Thus, a group is free of rankn if and
only if it has a free presentation onn generators.

(5.5) The importance of free groups to group theory stems from the,

Substitution Theorem. LetG have the presentation〈X ;R 〉 via the isomorphismψ : 〈X ;R 〉 −→ G.
LetH be any other group andX −→ H a map withxα 7→ hα. Then there is a unique homomorphismϕ
such that

X

G

H

ϕψ|X

commutes if and only if for eachwβ = xε1
α1
. . . xεk

αk
∈ R we havehε1

α1
. . . hεk

αk
= 1 in H .

Once decoded, the usefulness of this result becomes apparent. It says that to find a homomorphism
fromG toH , choose images for the generators ofG (this is the mapX → H) in such a way that for each
relation inG, the corresponding relation obtained by substituting thehα for thexα, also holds inH .

Proof: We give the proof forG = 〈X ;R 〉, identifyingxα ∈ X with [xα]p ∈ G, and leave the straight-
forward extension toG ∼= 〈X ;R 〉 to the reader. The only if part is trivial. For the if part, anyϕ
making the diagram commute must send[xα]p 7→ hα, and to be a homomorphism, must extend linearly
to [xε1

α1
. . . xεk

αk
]p 7→ hε1

α1
. . . hεk

αk
. Thusϕ is uniquely defined. Ifwβ = xε1

β1
. . . xεl

βl
∈ R (or a cyclic

permutation), then[xε1
α1
. . . wβ . . . x

εk
αk

]p 7→ hε1
α1
. . . hε1

β1
. . . hεl

βl
. . . hεk

αk
= hε1

α1
. . . hεk

αk
by the condition

given in the theorem. Trivially,[xε1
α1
. . . xαx

−1
α . . . xεk

αk
]p 7→ hε1

α1
. . . hεk

αk
, thusϕ is well defined. 2

Aside 3 In many categories there is the notion of afree object. If C is a category andX is a set, construct a new categoryK as
follows: the objects ofK are pairs(A, f) whereA is an object ofC andf is a mappingf : X → A. Given two such, aK-morphism
h : (A, f) → (B, g) is aC-morphismh : A → B such that the diagram,

X

A

B

hf

g

commutes. AfreeC-object on the setX is an object(F,ϕ) of K such that there is preciselyonemorphism inK from (F, ϕ) to any
other object. By abuse we callF free in C when this happens for someX.

Once the formal nonsense has been decoded the reader may be able to see that free objects exist in a number of familiar
categories: in the category ofR-modules forR some (commutative) ring, they are the free modules (ie: modules with a basis), so
in particular vector spaces are examples of free objects, withX a basis.

Corollary 5.1 1. G is a free group iffG is a free object in the category of groups.

2. If G is free on the setX andH is a group with presentation〈X ;R 〉, thenH is a homomorphic
image ofG.

Proof: The first part is a special case of the substitution theorem. For the second, apply the theorem
with G ∼= 〈X ; –〉,H ∼= 〈X ;R 〉 andhα = xα.
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(5.6) Here is an example of the Corollary. A group is said to besimpleiff it has no non-trivial normal
subgroups except for the trivial subgroup and the whole group. Much like integers and primes, any group
can be decomposed, in an essentially unique way, into simplepieces. Examples of finite simple groups
are easy to find; for instance a cyclic groupZ/p for p a prime (use Lagrange’s theorem). Infinite simple
groups are a little harder, but nevertheless can be found in the “back garden”, for example PSL2C, or
indeed, PSL2k for any infinite fieldk. Infinite simple groups that are finitely generated are quitehard to
construct and generally don’t seem to occur in nature (ie: all the examples are quite artificial).

There is a periodic table for the finite simple groups. It contains the cyclic groups of prime order; the
alternating groupsAn for n 6= 1, 2 or 4; sixteen infinite families of matrix groups over finite fields(the
groups ofLie type, so-called as they arise as groups of automorphisms of simple Lie algebras over finite
fields); and twenty six exceptional examples that don’t seemto fit into any of the previous categories.

One consequence of the classification is that every finite simple group can be generated by just two of
its elements (is2-generated). I am not aware of a general conceptual proof; one can analyze the situation
case by case, as was done by Steinberg for the groups of Lie type and Aschbacher for the sporadic groups
(it is trivial for the cyclics and an easy exercise for the alternating groups).

Thus, every finite simple group is an image of the free group ontwo generators.

Exercise 13 Show that ifp is a prime, then the product of cyclic groupsZ/p×Z/p2 × · · · ×Z/pk cannot be generated by fewer
thank elements (hint: use the fundamental theorem for Abelian groups).

(5.7) Tying together the different definitions of free group, we are not yet in a position to prove all of the
following, but this seems an appropriate place to state the result:

Theorem 5.1 The following are equivalent for a groupG:

1. is the fundamental group of a graph;

2. has a free presentation〈X ; –〉;
3. is a free object in the category of groups;

4. acts freely on a tree.

Proof: The equivalence of the first three has already been established, so we prove that(1) and(4) are
equivalent. To prove(1)⇒ (4) requires the covering space theory of the next section, so we’ll postpone
the proof until later. To see(4) ⇒ (1), let T be a tree andG a group acting freely on it. Since trees
are simply connected we haveπ1(T ) is trivial, hence Theorem 3.1 becomesπ1(T/G) ∼= G. But T/G is
clearly a graph (the face set ofT is empty, hence so must be the face set ofT/G). 2

If we have a groupG acting on a tree but now the stabilisers of the vertices are not trivial, then
something can still be said about theG. See§8 for the general story.

v1

v2
e

As an illustrative example of an easy trap to fall into, letZ/2 act on the complex
shown, with the non trivial element of the group swapping thetwo vertices. Then this
is a free action ofZ/2 on a tree. What has gone wrong is that while we have aZ/2
action here, it is not orientation preserving.

Another point to recall is that when we say a groupG acts freely on some complex, we mean acts freely
on the vertices only, not the whole complex. In the Theorem wehave the free groupG acting freely on
some tree: the action cannot fix the vertices incident with some edgee, nor can it interchange them, as all
our actions preserve orientation. Thus it acts freely on theedges as well.

(5.8) The last part of the Theorem immediately gives,

Nielsen-Schreier Theorem (version 1).A subgroup of a free group is free.

For the free group acts freely on some treeT , hence so does any subgroup, which is thus free as well!

Exercise 14 Show that ifG is any finitely generated group then there is a graph on whichG acts freely (hint: see§7).
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(5.9) We finish with a somewhat more profound application of Theorem 5.1 due to Serre [8].

Aside 4 The rationalsQ are an incomplete field which can be completed by consideringequivalence classes of Cauchy sequences.
As usual a Cauchy sequence is one that eventually has its terms arbitrarily close together. What though do we mean by close
together, ie: what is the metric?

The obvious metric gives the realsR as our completion, but a more sensible metric from the point of view of number theory is
thep-adic. Fix a primep and for anyx ∈ Q let |x| = p−v(x) wherev(x) is the largest power ofp dividing x in the sense that
x can be written aspv(x)a/b with a, b relatively prime top. Then the distance fromx to y in thep-adic metric is|x − y|. The
qualitative effect of thep-adic distance is to make integers highly divisible byp very close to0. This has important ramifications to
the solution of Diophantine equations.

Call the completion ofQ with respect to this metric thep-adic numbersQp. Thep-adics have a distinguished subring, playing
the same role thatZ does inQ, called thep-adic integersZp and defined as thosex ∈ Qp with v(x) ≥ 0. Like Z, thep-adic
integers are a principal ideal domain, and have distinguished elements, calleduniformizersand traditionally denotedπ, such that
any ideal has the form〈πm〉 for somem ∈ Z.

Aside 5 Let k = R,C or Qp for somep. A k-Lie groupG is ak-analytic manifold together with ank-analytic mapG×G → G
making it into a group. Thus, the multiplication and inversemaps are analytic. A subgroupΓ is called alattice iff it is discrete (in
the manifold topology) and the set of cosetsG/Γ can be endowed with aG-invariant Borel measureµ such thatµ(G/Γ) < ∞.

Lattices can be thought of as discrete approximations to theLie group, withµ(G/Γ) a measure of the accuracy of the approxi-
mation. So they are as good an approximation as we could hope to find given that we are approximating something continuous by
something discrete.

A typical example of a lattice is SL2Z in the real Lie group SL2R, and a typical example of a non-lattice is GL2Z in GL2R (it
is discrete, but the coset space GL2R/GL2Z is non-compact of infinite volume.)

Lattices in the real Lie group SL2R, calledFuchsian groups3, have a classical importance in mathe-
matics. In particular, one has

Theorem 5.2 (Fricke, Klein) A torsion free lattice in SL2R is either a surface group or a free group.

What about torsion free lattices in SL2Qp? We construct a complex on which SL2Q2 acts in a natural
way. LetV be a2-dimensional vector space overQp andΛ a freeZp-submodule of the formZpu⊕Zpv

(it turns out that they all have this form for linearly independentu andv). Given two such,Λ andΛ′,
call them equivalent iffΛ = aΛ′ for somea ∈ Qp. The vertices of our complex will be the equivalence
classes of theΛ (which we will denote using the same symbol).

To construct the edges, consider(Λ + Λ′)/Λ′, which is a finitely generatedZp-module, hence by the
general theory of modules over a PID, a direct sum of cyclicZp-modules,

Λ + Λ′

Λ′
∼= Zp

〈πm〉 ⊕
Zp

〈πn〉 ,

form,n ∈ Z. Join the vertices corresponding toΛ,Λ′ by an edge iff|m− n| = 1.
Here is the deep bit: this graph turns out to be the infinite(p + 1)-valent tree4. The result forQ2 is

shown below:

tree for SL2Q2

3Many authors use the word “Fuchsian” for discrete subgroupsof SL2R, without imposing the lattice condition.
4It is an example of aBruhat-Tits building. These play the same role for Lie groups over local fields likeQp that symmetric

spaces play for real and complex (semi-simple) Lie groups.
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GL2Qp acts on the vector spaceV by the usualu 7→ Au, hence on the equivalence classesΛ of lattices,
and so on the vertices of the tree. Indeed, the action can be extended to the1-skeleton, although it does not
preserve orientation. Passing to SL2Qp gives an orientation preserving action. The “Arboreal dictionary”
of §8 will then give us some information about the structure of SL2Qp. For now, suppose thatΓ is a
torsion free lattice in SL2Qp and restrict the SL2Qp-action on the tree to aΓ-action. It turns out that the
torsion free property means that no non-trivial element ofΓ fixes a vertex, ie: theΓ-action is free. Thus,

Theorem 5.3 (Ihara, Serre) A torsion free lattice in SL2Qp is a free group.

6 Coverings and subgroups

We have seen how to think of groups as topological objects, sohow does one model the subgroups of a
group using this topological picture?

(6.1) A mapK̃
p−→ K of 2-complexes is acoveringiff

1. p preserves dimension;

2. if ṽ
p−→ v thenp is a bijection from the set of edges iñK with initial vertexṽ to the set of edges in

K with initial vertexv;

3. if f is a face andv a vertex ofK, letm(f, v) be the number of times thatv appears in the boundary
of f . Then for anỹv

p−→ v, ∑

f̃→f

m(f̃ , ṽ) = m(f, v),

the sum being over all faces̃f coveringf .

As is the case with any definition, there is the worry that it is“not the right one”. As much as one
may want to preserve the intuition of a topological covering, from a formal point of view the definition is
not important as long as the resulting coverings have the properties of path-lifting (§6.5) and homotopy
lifting (§6.6).

(6.2) We’ll only cover connectedK. The terminology cover/lift is used for images/pre-imagesof the
covering mapp: if p(∗̃) = ∗, then one says that∗̃ covers∗, or that∗ lifts to ∗̃. The set of all lifts of∗ is its
fiber.

The last two parts in the definition express local propertiesof coverings: ifṽ coversv, thenK̃ looks
the same near̃v asK does nearv. Specifically, the configuration of edges around a vertex looks the same
both upstairs and downstairs. Given a vertexv and incident facef downstairs, this face looks the same
nearv as its lifts do near any vertex̃v coveringv: if f containsv in its boundaryk times, so there arek
wedge-shaped pieces off fitting together aroundv, then there arek wedge-shaped pieces fitting together
aroundṽ, where these belong to the facesf̃i that coverf and contaiñv in their boundary:

p

ṽ v

f̃1

f̃2f̃k

f

ff

Note that there is nothing to say that the facesf̃i are distinct, and in general, they won’t be.
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(6.3) The following two illustrate, in a combinatorial fashion, the coverings of the projective plane by the
2-sphere and the torus by the Euclidean plane.

f̃1

f̃2

ṽ1

ṽ2

ẽ1

ẽ2

fv v

e

e

p

f̃ij

p
f

v

v

v

v

e1 e1

e2

e2

(6.4) As with any map of2-complexes there is an induced homomorphism of groups

π1(K̃, ṽ)
p∗

−→ π1(K, v).

If w is a loop at̃v thenp : [w]h → [p(w)]h so thatp∗(π1(K̃, ṽ)) may be identified with the homotopy
classes of loops atv that lift to loops at̃v.

(6.5) There are two really crucial properties coverings need. Thefirst is path lifting: given a pathw =
e1e2 . . . en starting atv0 and anyṽ0 coveringv0, there is auniquepath w̃ = ẽ1 . . . ẽn starting atṽ0
coveringw in the sense that̃ei coversei. This is easily seen, as in the picture,

v0

ṽ0

e1

ẽ1

e2

ẽ2

en

ẽn

since there is a unique edgẽe1 corresponding toe1 under the bijection between the edges starting at
ṽ0 and those starting atv0. This edgẽe1 must end at a vertex that covers the end vertex of edgee1,
as coverings (being maps of complexes) preserve vertex-edge incidences. The process can be repeated
starting at this new vertex.

Call w̃ the lift of w at ṽ.

Exercise 15 Let eK
p−→ K be a covering. Show that all the fibers have the same cardinality, whether they be fibers of vertices,

edges, faces, paths. . . This is called thesheet numberof the covering.

f̃i

w̃1i

w̃2i

w̃ji

w̃ki Hint: one can show in fact that there areincidence preservingbijections between these fibers,
in the following sense. Ife is an edge, show that there is a bijection between the fiber ofe and the
fiber of the initial vertex ofe. Letf be a face ofK containing the vertexv in its boundaryk times,
ie: f has a boundary labelw1w2 . . . wk where eachwi is a closed loop atv that otherwise does
not containv. Then show that for any fixedj, there is a bijection between the fiber off and the
fiber ofwj = {w̃j1, . . . , w̃ji, . . .}, with f̃i corresponding under this bijection tõwji wheref̃i

has boundary label̃w1iw̃2i . . . w̃ki as shown in the figure to the left.
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(6.6) The other crucial property coverings have ishomotopy lifting: let K̃
p−→ K be a covering and

w1, w2 homotopic paths inK. If v is the vertex at the start ofw1 andw2, andṽ coversv, then the liftsw̃1

andw̃2 at ṽ are homotopic. Thus, homotopies can be lifted upstairs.
Since a homotopy is a finite sequence of insertion/deletion of spurs or boundaries of faces, we need

show that spurs lift to spurs and boundaries of faces lift to boundaries of faces. Homotopy lifting then
follows by induction.

That spurs lift to spurs follows straight from path-lifting. Supposef is a face downstairs with boundary
as in the exercise above. Letwj . . . wk w1 . . . wj−1 be a boundary path off andṽ a vertex in the fiber of
v. We lift this boundary path tõv: lifting wj to ṽ we get one of the paths̃wji in the fiber ofwj , and this
lies, by the exercise, in the boundary of a facef̃i in the fiber off . As we lift each successive piece of the
boundary off , we move around the boundary off̃i.

(6.7) The key result on coverings is the,

Subgroup Theorem.

1. LetK̃
p−→ K be a covering. Then the induced mapπ1(K̃, ṽ)

p∗

−→ π1(K, v) is injective.

2. LetK be a2-complex andH a subgroup ofπ1(K, v). Then there is a connected̃K and a covering
of 2-complexes̃K

p−→ K withH ∼= π1(K̃, ṽ), whereṽ
p−→ v.

The first bit says that coverings give subgroups; the second that subgroups give coverings. Questions
about subgroups can thus be turned into questions about coverings, and vice-versa.

Proof: The first part follows immediately from homotopy lifting, since ifw1 andw2 are non-homotopic
paths upstairs, then they must map underp to non-homotopic paths downstairs, ie:[w1] 6= [w2] ∈ K̃ ⇒
p∗[w1] 6= p∗[w2] ∈ K.

We will only need the result from the second part in the special case whereK = K〈X ;R〉, the
presentation2-complex for some (finite) presentation〈X ;R〉. The interested reader can fill in the details
for the case of an arbitrary complexK.

xα

Hgi Hgj

Let {Hgi} be the right cosets ofH in π1(K, v). DefineK̃ by taking as vertex
set these cosets. Define an edge/inverse edge pair as shown inthe picture precisely
whenHgixα = Hgj wherexα ∈ X . It’s standard practice to abuse notation and

label such an edge byxα. For eachr ∈ R a relator word, and each vertexHgi of K̃, consider the path
starting atHgi with labelr. It must be a closed path, asHgir = Hgi sincer = 1 in 〈X ;R〉 ∼= π1(K, v).
Attach a face toK̃ with boundary label this path. Repeat this procedure for each pair consisting of a
relator word/vertex of̃K, obtaining adistinctface each time. Note that you may get the same closed path
from different vertices ofK̃ via this process (this will happen when the relator word is a proper power
r = wn). Attach distinct faces with these same boundary labels anyway.

Define a mapK̃
p−→ K by sending every vertex of̃K to the single vertex ofK〈X ;R〉; edges labelled

xα to the edge labelledxα in K〈X ;R〉, and faces with boundary labelr to the face ofK〈X ;R〉 with
boundary labelr. Then this is a covering of2-complexes (Exercise!)

Let ṽ be the vertex ofK̃ corresponding to the subgroupH itself. As the induced mapπ1(K̃, ṽ)
p∗

−→
π1(K, v) is injective,π1(K̃, ṽ) is isomorphic to its image inπ1(K, v). But this image is obtained by
taking the images of closed paths iñK based at̃v; such a path has labelw and is closed⇔ Hw = H ⇔
w ∈ H . Thusπ1(K̃, ṽ) ∼= H . 2

The coverings so constructed are calledSchreier coset diagramsfor reasons that the proof makes clear!

(6.8) Whenever we have a covering̃K → K we get actions of two groups on the covering complexK̃,
both related toπ1(K),: thepath-liftinganddeck transformationactions.
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v

ṽ1

ṽ2

γ

γ̃

Path-lifting gives an action of the fundamental groupπ1(K, v) on the fiber ofv: let
v be the basepoint forK andγ a loop inK at v. For any vertex̃v1 in the fiber ofv,
let (ṽ1)γ = ṽ2 be the terminal vertex of the lifted path̃γ at ṽ1. If γ′ is another loop at
v homotopic toγ then the lifts of each loop at̃v1 are homotopic as well by homotopy
lifting, so in particular must finish at the same vertex. Thusin a well defined way, we
can define the image of the vertexṽ1 under the action of thehomotopy classof γ to
be ṽ2. If γ1, γ2 are loops atv, with γ̃1 the lift of γ1 at ṽ1 and γ̃2 the lift of γ2 at the
terminal vertex of̃γ1, then the path̃γ1γ̃2 coversγ1γ2 and starts at̃v1. Hence it isthelift

of γ1γ2 at ṽ1. Thusṽ1(γ1γ2) = ((ṽ1)γ1)γ2, giving us a homomorphismπ1(K)→ Sym(K̃0). Notice in
particular that ifK has just one vertex thenπ1(K) acts onall the vertices ofK̃.

In general this action cannot be extended beyond the vertices of K̃, not even to the edges. As an
example, suppose thatγ ∈ π1(K) andṽ1, ṽ2 are vertices in the cover connected by an edgeẽ. If the action

ṽ1

ṽ2

ẽ
γ̃

γ̃extends to a the edges of̃K, then the images of the vertices underγ must be joined
by the image of the edgẽe underγ (remember that an action is a homomorphism
π1(K) → Aut(K̃) meaning thatγ must act in a way that preserves incidence). In
the particular case that̃K is the Cayley complex ofπ1(K) (see§7), this amounts
to saying that the generator ofπ1(K) corresponding to the edgẽe commutes withγ. This clearly is not
always going to happen.

(6.9) A deck transformationof a coveringK̃
p−→ K is an automorphism̃K

α−→ K̃ such that the diagram

K̃ K̃

K

α

p p

commutes, ie: it is a permutation of the fibers (this is the commuting diagram) that rearranges the complex
with a result that appears the same to the naked eye (this is the automorphism)5.

Proposition 6.1 If K̃ is connected then the effect of a deck transformation on the vertices is completely
determined its effect on a single vertex. In particular, a non-trivial deck transformation acts freely oñK.

Proof: Suppose we knowα(ṽ0) for some vertex̃v0 in K̃ and for any other̃v, take a path in the1-skeleton
of K̃ from ṽ0 to ṽ:

project
lift

ṽ0
ṽ

v0
v

α(ṽ0)

α(v)

The path projects to a path inK, which can then be lifted to a unique path atα(ṽ0). The commutativity
of the diagram means this lifted path is the image of the original one under the deck transformation, so in
particular,α(ṽ) is the vertex at the end of it. Thus the transformation is uniquely determined by its effect
on a single vertex, and in particular, only the identity map can fix a vertex. 2

5I’m not sure about the origins of the phrase “deck”, but one imagines a fiber to be like a deck of cards stacked over the vertex,
edge or face being covered, and the deck transformation shuffles the deck.
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The deck transformations form a group under composition which we’ll denote byD(K̃ → K) or just
D(K̃). We will see a little later on thatD is closely related to asubgroupof the fundamental group
π1(K) of the complex being covered.

(6.10) In summary then, we have two actions onK̃, both deficient in some way. The Path-lifting action
is of thewholegroupπ1(K), but only onpart of the complexK̃, namely the vertices. The deck transfor-
mation action is the other way around: it has the virtue of being on the whole complex, vertices, edges
and faces, but one has to sacrifice some ofπ1(K).

(6.11) Let K̃
p−→ K be a covering andg ∈ π1(K, v). Any loop representingg lifts to a path̃g at ṽ which

finishes at the vertex̃v1 say. We say thatg normalises the coveringiff for a loopw atv, either

1. w lifts to a loop at̃v and a loop at̃v1, or

2. w lifts to a non-loop at̃v and a non-loop at̃v1.

Lemma 6.1 g normalises the covering iffg normalisesp∗(π1(K̃, ṽ)) in π1(K, v), ie: if w ∈ p∗(π1(K̃, ṽ))

thengwg−1 ∈ p∗(π1(K̃, ṽ)).

Proof: Is an easy exercise. 2

Aside 6 If G is a group andH a subgroup, thenormaliserNG(H) of H in G is the setNG(H) = {g ∈ G : gHg−1 = H}.
One can show quite easily that the normaliser is a subgroup ofG, and indeed that it is the largest subgroup ofG in whichH is
normal in the following sense: ifH �N ≤ G, thenN ≤ NG(H).

(6.12) For a coveringK̃
p−→ K, letG = π1(K, v) andH = p∗(π1(K̃, ṽ)). If K̃ is connected andg ∈ G

define a mapαg : K̃0 → K̃0 on the vertices of̃K as follows:

v

ṽ

ṽ1

g

g̃

w

w̃

w̃1

u

ũ

αg(ũ)

K

K̃

Here we have taken a representative loop forg, and lifted to a path̃g at ṽ that finishes at the vertex̃v1. If
ũ is a vertex ofK̃, take a path̃w from ṽ to ũ. This covers a pathw in K (ie: p(w̃) = w) which can then
be lifted to a path̃w1 at ṽ1. Defineαg(ũ) to be the terminal vertex of this lifted path.

The following is an easy exercise:

Lemma 6.2 The mapαg is well defined iffg normalises the covering, ie: iffg ∈ NG(H).

Indeed,αg acts not only on the vertices, but on the whole of the complexK̃:

Theorem 6.1 αg extends to a deck transformation∈ D(K̃ → K).

Proof: We sketch the proof and leave the details to the reader. To extendαg to a deck transformation
we need to extend it to the edges and faces ofK̃. If ẽ is an edge ofK̃ with verticesṽ0 and ṽ1, then
it is not hard to show that their imagesαg(ṽ0), αg(ṽ1) form the endpoints of an edge iñK. Define
αg(ẽ) to be this edge. Similarly, if̃f is a face, one can show thatαg(∂f̃) is a closed path forming the
boundary of a face, and defineαg(f̃) to be this face. It follows pretty much by definition thatαg is an
automorphismαg : K̃ → K̃, and it can be checked that it permutes the fibers of the covering, giving a
deck transformation. 2
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Theorem 6.2 The mapg 7→ αg induces an isomorphismNG(H)/H ∼= D(K̃ → K).

Proof: It is not hard to check thatg 7→ αg is a homomorphismNG(H) → D(K̃ → K) with kernelH
and imageD(K̃ → K). 2

Corollary 6.1 If K̃
p−→ K is a covering withK̃ simply connected thenD(K̃ → K) ∼= π1(K, v). In

particular,π1(K, v) acts freely onK̃.

Proof: By the Subgroup Theorem,H is the trivial subgroup ofG, henceNG(H)/H ∼= G = π1(K, v),
and the result follows immediately from Theorem 6.2. The second part then follows from Proposition
6.1.

Exercise 16 Let eK
p−→ K〈X;R〉 be a covering of the presentation2-complex for some group〈X;R〉. The proof of the subgroup

theorem showed that the vertices ofeK can be identified with the right cosetsHg ofH = π1( eK, ev) in G = π1(K, v).

1. If g ∈ π1(K, v), show that the action ofg by path lifting is given byHw 7→ H(wg).

2. Show that the action ofg by deck transformations (ifg ∈ NG(H)) is given byHw 7→ H(g−1w).

(6.13) A coveringK̃
p−→ K is regular if it looks the same at every vertex in the following sense: ifw is

a loop at the basepointv ofK, then the lifts ofw at each vertex in the fiber ofv are eitherall loopsor all
non-loops.

(6.14) As regular coverings are particularly nice they should correspond to particularly nice subgroups.
This gives a normal subgroup version of the Subgroup Theorem:

Theorem 6.3 1. Let K̃
p−→ K be a regular covering. Then the image of the mapπ1(K̃, ṽ)

p∗

−→
π1(K, v) is a normal subgroup.

2. LetK be a2-complex andH a normal subgroup ofπ1(K, v). Then there is a connected̃K and a
regular coveringK̃

p−→ K with ṽ
p−→ v andH ∼= π1(K̃, ṽ).

Proof: If w is a loop atṽ thenp : [w]h → [p(w)]h so thatp∗(π1(K̃, ṽ)) may be identified with the
homotopy classes of loops atv that lift to loops at̃v.

Letw1 be another loop atv and consider the loopw1ww
−1
1 , which we want to lift to a loop at̃v. Lifting

firstw1 to ṽ may or may not give a loop. If it does, then lifting all ofw1ww
−1
1 clearly gives a loop too. If

it doesn’t (as in the picture) then the lift ofw1ww
−1
1 is obtained by liftingw1, lifting

w at ṽ1 and liftingw−1
1 at the terminal vertex of this. But by regularity, the lift ofw

v

ṽ

ṽ1

w

w1

w̃
w̃1

at ṽ1 is a loop too, sow1ww
−1
1 does indeed lift to a loop at̃v. Thus if the homotopy

class ofw is in p∗(π1(K̃, ṽ)) so is the homotopy class ofw1ww
−1
1 .

For the second part, construct̃K as in the proof of the Subgroup Theorem, so we
need only show that the corresponding covering is regular. The elements ofH corre-
spond to the loops atv lifting to loops atṽ. Letw be any loop atv andw̃1

p−→ w1 a
path inK̃ connecting̃v to some other vertex̃v1 in the fiber. We want thatw lifts to a
loop atṽ1 if and only if it lifts to a loop atṽ. But this second one happens if and only ifw ∈ H , and by
normality, this is the case if and only ifw1ww

−1
1 is inH and thusw1ww

−1
1 lifts to a loop atṽ. Thus we

need thatw lifts to a loop at̃v1 if and only ifw1ww
−1
1 lifts to a loop at̃v, and this is clearly the case.2

In particular, we have the

Corollary 6.2 If K̃ → K is a regular covering withG = π1(K, v) andH = p∗(π1(K̃, ṽ)), then the
quotient groupG/H acts freely on the cover̃K.

Proof: Apply Theorems 6.2 and 6.3 using the fact thatH normal inG givesNG(H) = G. 2
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(6.15) Coverings that are the antithesis of regular should correspond to subgroups that are the antithesis
of normal. With this in mind, a covering̃K

p−→ K is completely irregular atv ∈ K iff there is a vertex
ṽ ∈ K̃ in the fiber ofv such that any homotopically non-trivial loop atv that lifts to a loop at̃v, lifts to a
non-loop at every other vertex of the fiber.

Aside 7 A subgroupH of a groupG is said to bemalnormalwheng ∈ G \H gives thatgHg−1 ∩H = {1}. Thus, malnormal
subgroups are the antithesis of normal ones. Nevertheless,examples will arise quite naturally in§8.

Theorem 6.4 1. LetK̃
p−→ K be a covering, completely irregular atv and supposẽv → v. Then

the image of the mapπ1(K̃, ṽ)
p∗

−→ π1(K, v) is a malnormal subgroup.

2. LetK be a2-complex andH a malnormal subgroup ofπ1(K, v). Then there is a connected̃K and
a coveringK̃

p−→ K with ṽ −→ v, completely irregular atv, andH ∼= π1(K̃, ṽ).

The proof is sufficiently analagous to that of the previous Theorem for it to be safely left to the reader.

7 Applications of Coverings

(7.1) First we have a piece of unfinished business to clear up, namely the proof of Theorem 5.1 that if
a group is the fundamental group of a graph, then it acts freely on a tree. If the graph isK, then the
coveringK̃ corresponding to the trivial subgroup ofG is a simply connected graph, hence a tree.G then
acts freely on this tree by Corollary 6.1.

(7.2) Here is another proof of the,

Nielsen-Schreier Theorem (version 2).A subgroup of a free group is free.

The following is a common incorrect “proof”: ifH is a subgroup of free groupF , andr = 1 is a
relation inH , then this must also be a relation inF , and asF is free this cannot be. The point is that the
relation inH is amongst a given set of generators forH–there is no reason to suspect that we still can’t
find a set of generators forF which have no relations amongst them. Instead we can deduce the theorem
easily from coverings:

Proof: If F is free thenF ∼= 〈X ; –〉, henceK〈X ; –〉 is a bouquet of circles. For a subgroupH of F
there is a covering̃K

p−→ K〈X ; –〉, where the complex̃K must be a graph (ie: have empty set of faces)
andH ∼= π1(K̃). But the fundamental group of a graph is also free, henceH is free. 2

(7.3) The proof of the Nielsen-Schreier theorem requires only thesecond part of the subgroup theorem.
The first part can be used to construct subgroups:

x1

x2

x2

x1

x1

x1 x2
p

. . . generators alternating. . .

Here we have a covering of the presentation2-complex for the free group〈x1, x2; –〉. The corresponding
subgroup has indexn (the covering complex hasn vertices) and is free of rankn+ 1 (use Theorem 4.2).
Thus,

Proposition 7.1 For anyn ≥ 2 the free group of rank two contains a free subgroup of rankn + 1 and
indexn.

Exercise 17 Formulate a similar proposition for free subgroups of the free group of rankm.

Exercise 18 Show (using coverings) that ifF is the free group of rank two then the commutator subgroup[F,F ] has infinite index
in F . Show that[F,F ] is free of countably infinite rank.
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(7.4) The Reidemeister-Schreier algorithm. Let G ∼= 〈X ;R〉 andH a subgroup. We can obtain a
presentation forH if we have the right cosets forH in G:

K

K̃

G ∼= 〈X ;R〉

H ∼= 〈Y ;S〉

presentation 2-complex

π1

The algorithm works by following the diagram from left to right: form the presentation2-complexK for
〈X ;R〉; let K̃ be the covering corresponding toH , constructed as in the proof of the subgroup theorem
using the cosets forH in G; find the presentation forπ1(K̃) ∼= H using Theorem 4.2.

Exercise 19 If G ∼= 〈X;R〉 with |X| = n, |R| = m andH a subgroup ofG of indexk, then show that the presentation forH
obtained from the Reidemeister-Schreier algorithm haskn− k + 1 generators andmk relations.

(7.5) The Cayley complex. For a complexK, a coveringK̃
p−→ K is universaliff for any other covering

K̃ ′ p′

−→ K there is a covering̃K −→ K̃ ′ with

K̃ K

K̃ ′

p

p′

commuting. Call such ãK the6 universal coverof K. Thus, not only is the universal cover a covering
of K, but also of any other covering ofK. In particular, givenG ∼= 〈X ;R〉, the universal cover of the
presentation2-complexK(X ;R) is called theCayley complexof G with respect to〈X ;R〉. It stores a
great deal of useful information about the group.

In view of the subgroup theorem,̃K covers all the covers ofK precisely whenπ1(K̃) is a subgroup of
all the subgroups ofπ1(K), ie: π1(K̃) is the trivial subgroup so that̃K is simply connected. This gives a
slightly simpler way of showing that a covering̃K is the Cayley complex.

From the construction given in the proof of the Subgroup Theorem, the vertices of the Cayley complex
are the cosets inG of the trivial subgroup, so of course can be identified with the elements ofG itself. The
edges depict the multiplicative action of the generatorsX on the elements ofG: in particular, if a path
labelledw starts at (the vertex corresponding to)1 and finishes at (the vertex corresponding to)g, then
w = g in G. Thus, two wordsw1, w2 in the generators represent the same element ofG, ie: w1 =G w2,
exactly when paths labelled with these words and starting at1 finish at the same vertex. In particular, a
wordw represents the identity inG exactly when a path labelledw and starting at1 is a loop.

(7.6) The 1-skeleton of the Cayley complex is theCayley graphfor G with respect to the generators
X (the relations play no role as there are no faces). This object is very commonly found throughout
combinatorial group theory, but it suffers from the seriousdrawback that it has no convenienttopological
description, whereas the Cayley complex has the virtue of being characterised by its simply connected-
ness. Nevertheless it is convenient to have a simple description of it:

Proposition 7.2 A 1-complexK is the Cayley graph ofG with respect to〈X〉 if and only if there is a
coveringK → K(X) and a bijectionf : K0 → G such that ife ∈ C is an edge with initial vertexv and
terminal vertexu, andp(e) = xi ∈ X , thenf(u) = f(v)xi in G.

(Here,K(X) is the presentation2-complex of the free group〈X ; –〉, ie: a bouquet of loops).

Exercise 20 Prove Proposition 7.2.

6The uniqueness ofeK, upto a2-complex isomorphism, follows from the definition.
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(7.7) The symmetric groupS4 has a presentation〈x, y;x2, y4, (xy)3〉wherex = (1, 2) andy = (1, 2, 3, 4).
The Cayley complex with respect to this presentation is shown below left, where a number of details have
been suppressed for clarity. The solid edges correspond to the generatory with the orientations running
anti clockwise around each square face with respect to the outward pointing normal (and the square faces
the lifts of the face corresponding to the relationy4 = 1). There should also be2-gonal faces with bound-
ary labelx2, but these have been squashed out and replaced by a single dotted edge, which thus represents
bothx andx−1 edges. Similarly for the Cayley complex on the right for the alternating groupA5 with
respect to the presentation〈x, y;x2, y5, (xy)3〉 wherex = (1, 2)(3, 4) andy = (1, 2, 3, 4, 5).

Aside 8 LetG be a group,Ω a set andG → Sym(Ω) given byω 7→ (ω)g an action ofG on Ω. For anyω ∈ Ω write ωg for its
image under the action of the elementg ∈ G. The action istransitive iff for any ω1, ω2 ∈ Ω there is ag ∈ G with ωg

1 = ω2. It is
regular iff for every choice ofω1 andω2 this elementg is unique.

Exercise 21 LetG = 〈X〉 act regularly onΩ and define a1-complexC as follows: the verticesC0 are the setΩ, and for every
ω ∈ Ω andxi ∈ X there is an edge fromω toωxi . Show that the resulting1-complex is the Cayley graph ofG with respect toX.

(7.8) Cayley complexes give us a little bit more information aboutthe normal subgroups of a group:

Theorem 7.1 Let K̃
p−→ K(X ;R) be a regular covering of the presentation2-complex for〈X ;R〉,

G = 〈X ;R〉 andH = p∗(π1(K̃, ṽ)). Then the1-skeleton of̃K is the Cayley graph forG/H with respect
to the generators〈Hx〉x∈X .

Proof: The groupG acts on the vertices of̃K by path-lifting, indeed transitively, but not regularly. The
regularity of the covering however gives that loops inK lift to loops at every vertex iñK if and only if
these loops represent an element ofH . Thus the stabiliser of every vertex of̃K under the path-lifting
action ofG is H , and this induces a regular action ofG/H on the vertices of̃K. Applying Exercise
21 with Ω = K̃0 gives, by Exercise 16 part 1, the1-skeleton ofK̃. Finally, the proof of the Subgroup
Theorem gives the following form

xα

Hgi Hgixα

for the edges of̃K. InterpretingHgixα as an element of the quotient groupG/H , we can replace it by
HgiHxα and interpret the edge label asHxα ∈ 〈Hx〉x∈X . 2

Theorem 7.1 cannot be extended to the2-skeletons as is easily seen: the full2-complexK̃ (ie: faces
included) has fundamental groupp∗(π1(K̃, ṽ)) by the Subgroup Theorem, but the full Cayley complex
has trivial fundamental group. While sharing the same1-skeleton, the Cayley complex will have many
more faces thañK.

Aside 9 Recall that a groupG is solubleif and only if there is a sequence of subgroups

{1} = N0 �N1 � · · · �Nk = G,
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with the successive quotientsNi/Ni−1 Abelian. Thus a soluble group is the result of taking successive extensions of the trivial
group by Abelian groups. By a celebrated theorem of Galois (and indeed this is the source of the concept in group theory), a
polynomial withQ-coefficients has roots that can be expressed in terms ofQ,+,−,×,÷ and m

√ if and only if its Galois group is
soluble.

(7.9) As an application of Theorem 7.1, we show that the free productG = Z/2∗Z/2 (see§8) is soluble.
First, realiseZ/2 ∗ Z/2 as the fundamental group of a2-complex. This can be done either using the
construction described in§8, or by using Theorem 8.1, from which we get a presentation〈x, y;x2, y2〉,
and hence a presentation2-complex as shown below on the left:

p
v v vf1 f2

e1

e1

e2

e2

K̃

f̃i

f̃j

ṽ1

ṽ2 ṽ3

ṽ4

sew in
four copies

Now consider the commutator subgroup[G,G] generated by all commutators[a, b], a, b ∈ G, which is
well known to be a normal subgroup. Moreover, the quotientG/[G,G] is the abelianisation ofZ/2∗Z/2,
which is Klein’s4-group,Z/2× Z/2.

By Theorem 7.1, the covering complex̃K corresponding to[G,G] has1-skeleton that of the Cayley
complex for the4-group with presentation〈x, y;x2, y2, [x, y]〉. Thus the1-skeleton is as shown above
in the middle. As the covering has degree four, the fiber of each face must contain four faces. On the
other hand, for each facefi in the presentation2-complex there must be a lift̃fi with boundary any one
of the four pairs of edges shown iñK. Thus the faces of̃K are obtained by sewing in four copies of the
2-sphere complex, one into each of the edge pairs.

Now that we have thẽK corresponding to[G,G] we can apply Theorem 4.2 and obtain the presentation

π1(K̃) ∼= [G,G] = 〈a, b; ab = 1〉 = 〈b; –〉 ∼= Z,

and so we have the sequence{1}� Z � Z/2 ∗ Z/2 with successive quotientsZ andZ/2× Z/2.

Exercise 22 Show that the commutator subgroup ofZ/m ∗ Z/n is free for allm,n ≥ 2. Find the rank of this free group and
deduce that the only case in which the free group is Abelian iswhenm = n = 2.

Aside 10 Actually, for any non-trivial finite groupsA andB, the free productA ∗B is soluble if and only ifA ∼= B ∼= Z/2.

(7.10)Another important example is the Cayley complex for a finitely generated free group〈x1, . . . , xn ; –〉.
Take a familyCi of concentric circles with radiii ∈ Z+. At the center of the innermost circle place the
configuration of edges shown on the left,

x1
x2

xn

x1

x2
xn

CiCi+1

with the outer vertices sitting onC1. Construct the rest of the complex inductively: for each vertex on
the circleCi, place2n − 1 distinctnew vertices onCi+1 as shown on the right above, labelling the2n
mutually incident edges in the same way as the first (it doesn’t matter what order this is done in). That
ends the construction, so in particular there are no faces.

To see that the complex so constructed is the Cayley complex for 〈x1, . . . , xn ; –〉, we need to show
that it is a covering ofK〈x1, . . . , xn ; –〉 and that it is simply-connected, ie:π1 is trivial. That it covers
(by the obvious covering map) is trivial. Ifw is a closed path starting at the central vertex, then there
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must be a maximaln such thatw contains a vertex lying onCn. This vertex is thus connected toCn−1

by two edges from the path: one that arrives and one that leaves. But these two edges must be a spur,
for otherwise there would be distinct vertices onCn−1 connected to the vertex onCn, contradicting the
construction of the complex. Remove this spur fromw to get a path with two fewer edges and repeat
the argument, untilw is seen to be (freely) homotopic to the central vertex. Thus the complex is simply
connected. Alternatively, you can just say that the complexis “obviously” a tree!

v

w1

w2

γ From the general comments about Cayley complexes two wordsw1, w2 in the
generators are equal in〈x1, . . . , xn ; –〉 precisely when paths starting at the central
vertex and labelledwi end at the same vertexv of the Cayley complex. Since we’ve

already seen that this complex is a tree, there is aunique pathγ without spurs starting at the central vertex
and ending atv. Thus removing spurs from the pathswi must giveγ, and so we have the

Normal Form for Free Groups. Two words represent the same element of a free group precisely when
the removal of all occurrences ofxαx

−1
α or x−1

α xα results inidenticalwords.

Words containing no occurrences ofxαx
−1
α or x−1

α xα are calledreduced, so the theorem says that any
element of a free group is uniquely represented by a reduced word.

In general, a normal form forG ∼= 〈X ;R〉 is a canonical choice of path to each vertex in the Cayley
complex from the base vertex. Equivalently, it is a list of words such that every element ofG is represented
by a unique word in the list. In the example above this is particularly easy as the complex is a tree, so
there is an obvious choice of path, namely ageodesic–a path containing as few edges as possible.

Clearly any group will have a normal form with respect to any presentation〈X ;R〉–just choose a path
to each vertex in the Cayley graph–but the resulting list of words may not be easy to describe7.

(7.11) A groupG is residually finiteiff for any g ∈ G not equal to the identity, there is a finite groupK
and a homomorphismϕ : G→ K such thatϕ(g) 6= 1. It is a local property of the groupG in the sense
that standing at anyg 6= 1 we may pretend, by suitable squinting of the eyes (this isϕ) that we are in a
finite group.

We show that free groups are residually finite. LetF be free with free generatorsxi. By collecting
together consecutive occurrences of the same generator, any word can be written asw = xn1

α1
. . . xnk

αk
with

xα1
6= xαi+1

. On the other hand, such a word is clearly reduced. Thus, any non-trivial element of the
free group can be expressed in this form with theni 6= 0. Consider,

ṽ

xα1

xn1
α1

xαk

xnk
αk

a 2-complexK̃ with a loop labelled byxi at every vertex that is not already incident with anyxi edges
as shown in the picture (for convenience the picture has beendrawn for the case that all theni are
positive; similar pictures apply whenever any are negative). It is easy to see that this is a covering of the
presentation2-complex forF . The free groupF thus acts by path lifting oñK giving a homomorphism
F → Aut(K̃) to a finite group. The elementw acts on the vertex̃v as given in the picture, so in particular,
not fixing it. Hencew maps to a non trivial element of Aut(K̃).

Exercise 23 Show that the modular group PSL2Z is residually finite (hint: use the presentation found in§4).

(7.12) There is a celebrated conjecture due to Hanna Nuemann that ismore or less (more rather than less)
open.

7When it is easy to describe the normal form can be used to solve the word problem for the group (see§9). Be warned though,
there are groups for which no nicely described normal form exists.
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8 Fundamental groups of graphs of groups

The two most important constructions in combinatorial group theory arise from what happens when you
glue complexes together: we can glue two complexes togetheralong a common sub-complex, or glue a
complex to itself along two different copies of a complex inside of it. In any case, taking the fundamental
groups of everything in sight (including the maps, ie: considering the homomorphisms induced by the
maps) we can interpret this set-up as “gluings” of two different groups along common subgroups, or
of a group to itself along two isomorphic subgroups. Becauseof the symmetry of these ideas, the two
constructions are often thought of as dual to each other.

(8.1) Given a pair of complexes with the same fundamental groups, we construct a “tube-like” complex
having these two at the ends. It is meant to mimicK × [0, 1].

γ1

γ2

e

LetK1,K2 be2-complexes and

ϕ : π1(K1, v1)→ π1(K2, v2)

an isomorphism. A(K1,K2)-handleis constructed as follows: join the
base points by a new edgee. Let γ1 be a loop representing a genera-
tor for π1(K1, v1) arising via Theorem 4.2 andγ2 a representative loop
for its image underϕ. Sew in a new face with boundary label the path

γ1eγ2e
−1. Perform this process for each generator ofπ1(K1, v1).

(8.2) LetG1, G2 andH be groups andϕ1, ϕ2 homomorphisms,

G1 G2H
ϕ1 ϕ2

LetK1,K2 andK0 be single-vertexed2-complexes withπ1(Ki) ∼= Gi andπ1(K0) ∼= H (for example
they could be presentation2-complexes with respect to some presentations for the threegroups). Apply
Proposition 4.2 to get subdivisionsK,K of K0 and2-complex mapspi such that the diagrams

π1(K0, v) π1(K1, v1)

π1(K, v)

ϕ1

∼= (p1)∗

π1(K0, v) π1(K2, v2)

π1(K, v)

ϕ2

∼= (p2)∗

commute.
We now have2-complexes and2-complex maps,

G1 G2H
ϕ1 ϕ2

K1 K2K, K
p1 p2 fundamental groups

that completely models the group situation we started with:the complexes and maps on the left induce
the groups and homomorphisms on the right. By Proposition 2.1 we can ensure, by modifying theKi if
necessary, that thepi are dimension preserving.

Form the(K,K)-handle using the isomorphismπ1(K) ∼= π1(K0) ∼= π1(K), so that we have the
following picture:

K1 K2K K
p1 p2 glue

Glue the three complexes together using thepi as attaching maps. IfK is the resulting2-complex, call
its fundamental group thetype I amalgam ofG1 andG2 alongH (with respect toϕ1 andϕ2).
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(8.3) Mainly for historical reasons, a special place is reserved for those amalgams that arise via mapsϕi

that areinjections. In this case we may think of the situation as having two groupsG1, G2 each with a
subgroupHi which are isomorphicH1

∼= H ∼= H2. The resulting amalgam is called thefree product
of G1 andG2 amalgamated overH , and normally written without reference to the injective maps as
G1 ∗H G2.

(8.4) Here is an example nevertheless where the homomorphismsϕi are not injective. LetG1 = 〈a, b; –〉,
G2 be the trivial group andH = 〈c; –〉, the integers. The mapϕ1 sendsc to the commutator[a, b] =
aba−1b−1, andϕ2 must sendc to the identity inG2. We realise each of the groups as fundamental groups
of the complexes:

K1 K0

K2

To realise the mapϕ1 by a2-complex map we need to subdivide the complexK0 as described in Propo-
sition 4.2. The mapϕ2 sends the single generating loop ofK0 to the single generating loop ofK2 so no
subdivision is needed there. Thus the complexesK andK are as on the left,

K K

with the(K,K)-handle on the right a cylinder.

v v

v

v

e1

e1

e2

e2

The effect of carrying out the gluings is on the one hand to glue the complex
K2 into the interior “hole” of the cylinder, while on the other to identify the edges
around the outside according to the scheme given by the commutator. Applying
Theorem 4.2 to this complex givesπ1(K) ∼= Z⊕Z. Notice that we have simplified
the drawing of the complex. Strictly speaking there should be edges running from
the single vertex on the inside circle to all four vertices onthe outside one as the

gluing has identified these four vertices into a single vertex.

(8.5) Finding a presentation for a type I amalgam,

Theorem 8.1 If

G1 G2H
ϕ1 ϕ2

where theGi
∼= 〈Xi;Ri〉 andH = 〈Y 〉, then the type I amalgam has presentation,

〈X1, X2;R1, R2, ϕ1(y) = ϕ2(y) for all y ∈ Y 〉

Notice that a consequence of the Theorem is that the amalgam depends only on theH,Gi and theϕi,
and not on the choice of complexes used in the construction.

Proof: We may assume that the presentations given arise by applyingTheorem 4.2 to the complexes
Ki. Thus we have spanning treesTi for the Ki with the Xi Schreier generators corresponding to
the edges ofKi not in the treeTi and theRi the boundaries of faces. LetK be the glued up com-
plex described in the construction, letting the basepointv of K1 be the basepoint forK. Let T be
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the spanning tree obtained by taking the union ofT1 and T2 together with the edgee of the han-
dle. Schreier generators forπ1(K) are then theX1 together with the homotopy classes of the loops
eX2e

−1 = {exαe
−1 |xα represents a generator inX2}. The relations are theR1, R

′
2 together with those

arising from the faces of the handle (hereR′
2 are the relationsR2 with thexα ∈ X2 replaced by the

exαe
−1). The handle relations are clearly of the formϕ1(y) = ϕ2(y) for all y ∈ Y . 2

(8.6) If H is the trivial group then the homomorphismsϕi are automatically injective, sending the single
element ofH to the identities of theGi. Theorem 8.1 gives the presentation

〈X1, X2;R1, R2〉
for the type I amalgam, called thefree productof G1 andG2.

Exercise 24 If the groupG is the type I amalgam ofG1, G2 alongH, show that there are mapsθ1, θ2 making the diagram on the
left commute,

H

G1

G2

G

ϕ1

ϕ2

θ1

θ2

H

G1

G2

G

ϕ1

ϕ2

θ1

θ2

G

θ1

θ2

and moreover, ifG also makes this diagram commute (through the use of mapsθ1, θ2) then there is a homomorphismG → G
with the diagram above right commuting. Thus the type I amalgam is apush-outin the category of groups.

(8.7) If the type I amalgam arose from gluing different complexes together along a “common” subcom-
plex then the type II arises by gluing a complex to itself along two “copies” of a sub-complex. LetG and
H be groups andϕ1, ϕ2 homomorphisms,

G H

ϕ1

ϕ2

LetK andK0 be single-vertexed2-complexes with fundamental groupsG andH . Apply Proposition 4.2
to get subdivisionsK,K ofK0 and mapspi so that as before, thepi induce homomorphisms that are the
same as theϕi (upto an automorphism ofH). Thus, we now have2-complexes and2-complex maps that
induce the original group theoretic picture:

G H

ϕ1

ϕ2

K
fundamental groups

K

K

p1

p2

Form the(K,K)-handle using the isomorphismπ1(K) ∼= π1(K0) ∼= π1(K), so that we have the follow-
ing picture:

K

K

K

p1

p2

glue

and glue the two complexes together using thepi as attaching maps. Call the fundamental group of the
resulting complex thetype II amalgam ofG andH (with respect toϕ1 andϕ2).
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(8.8) History again singles out the special case where the mapsϕi are injective, calling the amalgam the
HNN-extension of G by H. The HNN are the initials of Graham Higman, Bernard Neumann and Hanna
Neumann who first concocted (an algebraic version of) this construction. We will justify the use of the
word “extension” later on.

(8.9) As an example letG andH both be the trivial groups,G = 〈a; a = 1〉 andH = 〈b; b = 1〉 with
ϕ1 = ϕ2 being the obvious maps. Realising all these groups using thesame complex as in the example
above we get as our final complex,

f

f

v

v
e

e

e1

f1

a cylinder with its ends identified. Applying Theorem 4.2, weget that the HNN-extension of the trivial
group by the trivial group isZ.

Exercise 25 Show that the HNN-extension ofG by the trivial group is the free productG ∗ Z.

(8.10) As with the type I amalgams we have,

Theorem 8.2 If

G H

ϕ1

ϕ2

whereG ∼= 〈X ;R〉 andH = 〈Y 〉, then the type II amalgam has presentation,

〈X, t;R,ϕ1(y) = t−1ϕ2(y)t for all y ∈ Y 〉

Proof: The proof is much as for Theorem 8.1. We have a spanning treeT for the1-skeleton ofK1 so
that the generatorsX correspond to the edges not in this tree. To get a spanning tree forK we takeT
together with the edgee from the handle (which by the gluings has been turned into a loop). The relators
are those fromG (the faces ofK1 are still there inK) together with those arising from the faces of the
handle. These are of the form given by definition. 2

(8.11) In §7 we had the normal form for free groups, which was a list of words in the generators for
the group such that any element was represented by preciselyone word on the list. There is a similar
procedure for the two types of amalgams, the details of whichwe won’t go into here (see for instance
[6]). Nevertheless, a useful consequence is the,

Corollary 8.1 The vertex groups in a free product with amalgamation or HNN-extension inject.

In particular,G injects into the HNN-extension ofG byH , so it is indeed an extension.

(8.12) The type I and II amalgams (and in particular the free productwith amalgamation and HNN-
extension) are special cases of a more general construction.

HeGv1

Gv2 Suppose we have a graphΓ with each vertex incident with finitely many
edges. We allow for the possibility thatΓ has multiple edges between vertices
and loops at a vertex. For each vertexv of Γ we have avertex groupGv, and

for each edgee anedge groupHe. If the edge connects the verticesv1 andv2 there are homomorphisms
ϕi : He → Gvi

; if the edge is a loop at the vertexv we thus have two homomorphisms ofHe intoGv.
The graph, together with the groups and homomorphisms is called agraph of groups.

Form complexesKv1
,Kv2

,K0 for all the vertices and edges realising the respective groups. For each
edge, form the handle complex as we did above and carry out allthe gluings. The fundamental group
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of the resulting complex is called theamalgam of the graph of groups. If all the homomorphisms are
injections we have afundamental group of graph of groups.

The type I and II amalgams are clearly amalgams in this sense where the graph has either two vertices
joined by a single edge, or a single vertex incident with a loop. The examples above are,

amalgam( Z ∗ Z 1
Z ∼= Z⊕ Z) π1( 1 1 ∼= Z)

(8.13) The mapϕt : Z = 〈z〉 → Z given byϕt(z) = zt is an injective homomorphism, so that the data

π1(Z Z)

ϕp

ϕq

gives the HNN-extension with presentation〈z, t : zq = t−1zpt〉, a so-calledBaumslag-Solitar group.

(8.14) In finding a presentation for an amalgam, the reader may have sensed that we have already done all
the hard work. Indeed, an amalgam as defined above is just a sequence of type I and II amalgams (so in
particular a fundamental group of a graph of groups is just a sequence of free products with amalgamation
and HNN-extensions).

If the graphΓ has the form shown below left, then to find the amalgam we need to construct a complex
of the form on the right,

K1 K2K K
p1 p2

Γ1 Γ2
He

where the subcomplexesK1,K2 are the complexes needed for the amalgams arising from the graphs of
groupsΓ1,Γ2. Thus the amalgam is a type I amalgam of groupsG1 andG2 overHe, where theGi are
the amalgams coming from theΓi.

Similarly if Γ has the form below left

K1

K

K

p1

p2

Γ He

the amalgam is a type II amalgam ofG1 andHe with G1 the amalgam coming from the graphΓ1.
Thus, to obtain a presentation for an amalgam, take a spanning treeT for the graphΓ, and perform

type I amalgams along the edges of the tree and type II amalgams along the edges not in the tree.

(8.15) Recall that atree is a simply connected1-dimensional complexT , and that a groupG acts onT
orientation preservingly, which is to say, without inversions.

We saw group actions on trees in§5, where a group that does so without fixing a vertex is a free group.
In general, if the stabilisers of the vertices is non-trivial we have,

The Aboreal Dictionary (Serre) A group acts on a tree if and only if it is the fundamental groupof a
graph of groups.
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If G acts onT then the graph isT/G with the vertex/edge groups stabilizers in the action; ifG =
π1(graph of groupsΓ) then the treeT is the universal cover ofΓ (as a1-complex).

(8.16) We saw in§7 that the free product

π1(Z/m Z/n)
1

contained a free subgroup as a subgroup of indexmn. In general, a group isvirtually free if and only if
it contains a free subgroup offinite index. It turns out that examples such as the one above account for all
the virtually free groups.

Theorem 8.3 (Karrass-Pietrowski-Solitar) A group is virtually free if and only if it it the fundamental
group of a graph of groups with all the vertex groups finite.

(Notice that the edge groups, injecting as they do the vertexgroups, will also be finite).

(8.17) A consequence of the theorem above is the following

Corollary 8.2 (Stallings-Swan) A virtually free torsion free group is free.

Proof: The group is virtually free hence of the form given in the theorem. As the group is torsion free
and the vertex groups inject into it, these vertex groups must all be trivial (and hence the edge groups are
too). Thus we haveπ1(graph of groups) with a trivial group at each vertex and edge. Taking a spanning
tree for the graph, we perform free products with amalgamation of trivial groups over trivial groups (the
result is the trivial group) followed by a series of HNN-extensions by the trivial group (each of which
gives a free factor ofZ). Thus the group isZ ∗ · · · ∗ Z, ie: free. 2

9 Word Problems

In dealing with a presentation for a group there is a great deal of ambiguity in how one can express
individual elements. Sometimes it’s obvious when two different expressions in fact represent the same
element, as we saw with free groups in§7. In general though, life can be made arbitrarily hard. The
analysis of this, theword problem, is the subject of this section, and indirectly, the rest of these lectures.
It is single handedly responsible for most of the major developments in the subject, in the sense that they
arose initially through attempts to understand better thissituation.

(9.1) Consider the group〈X ;R 〉 with X finite. Theword problemfor 〈X ;R 〉 asks for the existence of
an algorithm which takes as input

w
input−−−−−−→ algorithm A

output−−−−−−→
{

yes, ifw =〈X;R 〉 1
no, if w 6=〈X;R 〉 1

any wordw in the generatorsX and in a finite number of steps produces the output “yes” ifw =〈X;R 〉 1
and “no” otherwise. We say that〈X ;R 〉 has solvable word problem in this case.

Aside 11 By algorithm we mean Turing machine. There is of course a formal definition, but here is the guts of it: the machine
has a control unit which can be in any one of a finite number of states. The unit controls a tape head positioned above a square
on a tape of arbitrary length, which is divided into these squares. Each square has a symbol printed in it from a finite alphabet.
The machine works in discrete time, with each new step eitherchanging the state of the control unit, overwriting the symbol in the
square currently being scanned by the tape head, or moving the tape head one square to the left or right on the tape.

TheChurch-Turing thesisis that this definition captures the intuitive notion of an algorithm. In practical situations the thesis is
used in the following way: a process that “feels” algorithmic is described, and the existence of a Turing machine performing the
algorithm is deduced. It is all very convenient, as constructing Turing machines to do even the most basic tasks is horrendously
complicated.
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(9.2) For example,〈x;xn〉 could use an algorithm that counts inw the exponent sume(w) of x, with
output “yes” iff e(w) ≡ 0 modn.

(9.3) Given two presentations〈X ;R 〉 and〈Y ;S〉 for the same groupG (with |X |, |Y | < ∞), then any
yi ∈ Y can be expressed as a word8 xi1 . . . xik(i) in theX ’s. If 〈X ;R 〉 has solvable word problem andw
a word in the generatorsY , then replacing eachyi in w with xi1 . . . xik(i) gives a word in the generators
X that can be fed through the Turing machine solving the word problem for〈X ;R 〉. This gives a solution
for the word problem in〈Y ;S〉.

Thus, having solvable word problem is a property of groups, not presentations, and in future we will
just say thatG has solvable word problem whenever some presentation for itdoes.A priori the relations
in a presentation play no role in the formulation of the word problem, so in determining if a group has
solvable word problem, we may do so with reference just to a set of generators.

Exercise 26 Show that if two groups have solvable word problem using the same Turing machine then they are isomorphic.

(9.4) So now for the bad news:

Theorem 9.1 (Boone-Novikov, Higman)There exists a finitely presented group with unsolvable word
problem.

The theorem can be made quite concrete in that there is a certain presentation on 10 generators and 29
relations that can be shown to have unsolvable word problem.

(9.5) Perhaps the most striking result on algorithmic unsolvability is the following theorem of S. Adian.
Let P be a collection of groups such that

1. If G andH are isomorphic thenG ∈P if and only ifH ∈P;

2. there is a finitely presented groupG ∈P;

3. there is finitely presented groupG that cannot be embedded in any group inP.

Call P a Markov propertyof groups. Examples of Markov properties are: being the trivial group; being
a finite group; being Abelian; being simple and being free.

Theorem 9.2 (Adian) For any Markov propertyP there is no algorithm to determine if an arbitrarily
finitely presented group is inP.

(9.6) So much for the bad news. The good news is that many classes of important groups occurring in
nature areknownto have solvable word problem.

The first obvious examples are the finite groups: ifG = {g0 = 1, . . . , gn−1} then create the multipli-
cation table forG, ie: then × n array with(i, j)-th entry the productgigj. Using the elements of the
group itself as generators, any wordgi1 . . . gik

can be evaluated using the table, representing the identity
if this evaluation yieldsg0 = 1.

(9.7) A groupG is aone relatorgroup iffG ∼= 〈X ;R 〉 with |R | = 1.

Theorem 9.3 (Magnus)One relator groups have solvable word problem.

An important example is given at the end of this section.

(9.8) Many groups arising in geometry and topology have solvable word problem: Coxeter groups, Braid
and Artin groups, the fundamental groups of closed 2-manifolds, the fundamental groups of closed ori-
entable 3-manifolds, the fundamental groups of any geometric 3-manifold satisfying Thurstons geometri-
sation conjecture (except those containing a Sol-manifoldcomponent), mapping class groups of surfaces,
and linear groups!

8Strictly speaking, the groups〈X;R 〉 and〈Y ;S 〉 are isomorphic, withxi1 . . . xik(i) the image under this isomorphism ofyi.
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(9.9) Returning to our topological viewpoint, the word problem for G = 〈X ;R〉 can be phrased in terms
of the Cayley complex of the presentation〈X ;R〉. In fact, only the1-dimensional information is needed,
so we consider theCayley graph, the1-skeleton of this complex. Ifu andv are vertices, letd(u, v) be the
minimum number of edges in a path between them.

Proposition 9.1 G ∼= 〈X ;R〉 has solvable word problem precisely when there is an algorithm that con-
structs the ballB(n) = {all verticesu with d(u, 1) ≤ n} ∪ {incident edges} in the Cayley graph for
〈X ;R〉.

Proof: Given such an algorithm for constructing a ball in the Cayleygraph andw a word in〈X ;R〉,
construct a ball of sufficient size to accommodate the path labelledw starting at the vertex corresponding
to the identity. The word represents the identity element precisely when this path closes to form a loop.

xα

[w1] [w2]
On the other hand, letA be an algorithm for solving the word problem in
〈X ;R〉 andB the set of all words in the generatorsX involving at mostn of
theX ’s. Define an equivalence relation on this set of words byw1 ∼ w2 iff w1

andw2 represent the same elements of the groupG, which you determine by feedingw1w
−1
2 into the

algorithmA. Call an equivalence class inB/∼ a vertex, and join two vertices[w1] and[w2] by an edge
labelledxα ∈ X precisely whenw1xα = w2, determined once again by feedingw1xαw

−1
2 into algorithm

A. The result is clearly the ball of radiusn in the Cayley graph. 2

(9.10) Use the previous and the constructions of Cayley complexes to show that the word problem is
solvable for free groups; fundamental groups of graphs of groups if the vertex groups have solvable word
problem; eg: finite groups do soZ/2 ∗ Z/3 ∼= PSL2Z has solvable word problem.

(9.11) An important example is the solution to the word problem in a surface group.We have,

Σg
∼= 〈x1, y1, . . . , xg, yg ;

∏
i[xi, yi]〉 = π1





v

v

v v

v

ei

ei

ei ei

f
(4g-gon)

the presentation2-complex having2g edgesei, ei each occurring twice in the boundary of a single face
f . The Cayley complex is then constructed inductively, much as for free groups. We will do the case
g = 2. Take a family of concentric circlesCi with radii i ∈ Z>0, and place an octagonal face as shown
below left,

a1

a1

b1

b1

b2

b2a2

a2

a1

a1

b1 b1

a2

a2

b2 b2

with its vertices sitting on the first circleC1. Unlike the octagon in the presentation2-complex, every
vertex and edge on the octagon isdistinct. We are therefore breaking our usual convention for drawing
complexes whereby similarly labelled objects are identified. At thei-th step in the construction we have
vertices onCi−1, each already incident withi = 2 or 3 edges. For each such vertex, place8 − i new
vertices onCi, joined by new edges to the vertex onCi−1. Each consecutive pair of new edges is meant
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to demarcate an octagonal region, so new vertices need to be placed onCi as shown below:

i vertices

8− i vertices

5 vertices 5 vertices 5 vertices

4 vertices

Ci−1

Ci

Finally, the edges are labelled according to the scheme illustrated above right (the scheme shows how the
edges are arranged around the single vertex in the presentation 2-complex; just carry out the gluings of
the edges!)

Exercise 27

1. Show that the edges can be labelled in a consistent manner.

2. Show that the mapping sending all the vertices of the resulting complex to the single vertex, edges similarly labelledto
those with the same labels and all faces tof is a covering of the presentation2-complex.

3. Show that the complex constructed has trivial fundamental group, hence is the Cayley complex for the surface groupΣ2.

(9.12)Putting the Cayley complex to work, suppose thatw is a word in thexi, yi representing the identity
element ofΣ2, so in particular, a path labelledw starting at the identity vertex closes. Removing all the
spurs fromw there is a maximaln such that the path contains vertices onCn. Moreover, the path must
traverse an edge fromCn−1 toCn in order to reachCn, and cannot return immediately toCn−1 by going
back down this same edge (as this would be a spur). The path thus has no choice but to return toCn−1

via one of the other edges, but not before it has passed through a complete set of4 or 5 vertices onCn:
5 vertices

4 vertices

Cn−1

Cn

w

The conclusion is thatw must travel along at least5 edges that are consecutive on the same face of the
Cayley complex (there are5 if the path turns right in the picture above, otherwise thereare6). Conse-
quently, the wordw contains as a subword at least5 consecutive letters in some cyclic permutation of the
relator wordx1y1x

−1
1 y−1

1 x2y2x
−1
2 y−1

2 .
All of which leads to,

Dehn’s Algorithm Let Σg be a surface group andw a word in the generatorsxi, yi with all spurs
removed. Replace all subwords ofw consisting of≥ 2g+1 consecutive letters in some cyclic permutation
of the relator word by the≤ 2g − 1 consecutive letters remaining in the relator. Thenw represents the
identity element ofΣg if and only if repeated applications of this process result in the empty word.

w

w′

Clearly, if this process results in the empty word thenw must represent the iden-
tity. On the other hand, ifw represents the identity then by the above there must be a
subword consisting of≥ 2g + 1 consecutive letters in some cyclic permutation of the
relator, ie: a subpath of the pathw consisting of more than half the boundary label of
some face in the Cayley complex. Replacing this subword by the shorter part of the

boundary label gives a wordw′ involving fewer generators, but nevertheless, still representing the iden-
tity. The process can then be repeated with this shorter word, and must stop eventually with the empty
word.

39



(9.13) There is no such algorithm for the presentation for fundamental group of a torus,

π1




f

v

v

v

v

e1 e1

e2

e2

=




∼= 〈x, y; [x, y] = 1〉 ∼= Z⊕ Z.

where the Cayley complex is shown on the right. The problem isthat there are loops in the Cayley
complex that do not travel along more than half the boundary of any face.

(9.14) Dehn’s algorithm provides a very neat and efficient solutionto the word problem in surface groups
of genusg ≥ 2. In general, we say thatG = 〈X ;R〉 has a Dehn’s algorithmwhenever there is some
finite set of words{W1, . . . ,Wn}, each representing the identity inG, and such that for any other word
w representing the identity, there is aWi = uiui, with ui involving more generators thanui, andw =
w′uiw

′′.
The algorithm then runs as follows: for any wordw, remove all occurrences ofxαx

−1
α andx−1

α xα and
replace any subword involving more than half of a cyclic permutation of aWi with the remaining shorter
part. Thenw represents the identity in〈X ;R〉 if repeated application of this results in the empty word.

We will see later that it doesn’t matter which presentation is used forG, they will all have a Dehn’s
algorithm if any one of them does. Thus we will be able to speakof a group having a Dehn’s algorithm.

But these are just details. The real question of course is which groups have a Dehn’s algorithm? What is
it about the surface groups of genus≥ 2 that gives such a nice solution to the word problem? Remarkably,
it will turn out not to be an algebraic, but ageometricproperty of these groups that provides the key.

10 Hyperbolic Geometry

This section is quite sketchy as I imagine the reader is reasonably familiar with hyperbolic space.

(10.1) Hyperbolic space of dimensionn is dual to then-sphere, both in its construction and properties.
One obtainsSn by taking the standard positive definite symmetric form onRn+1 and taking all the vectors
of squared norm1. To constructHn, considerRn+1 equipped now with the standard Hermitian form of
signature(1, n). Thus with respect to the standard basis we have the product of two vectors given by

(u,v)L = −u1v1 +
∑

i≥2

uivi.

The “L” stands for Lorentz. The (Lorentz) length of a vector is defined by the usual||u||L = (u,u)
1/2
L .

Because of the negative sign in the first coordinate of the Lorentz product, we can obtain vectors of length
zero and vectors whose lengths are pure imaginary numbers. Call the vectors ofRn+1 space-like, time-
like andlight-like if their lengths are real, complex or zero respectively. Hyperbolic space of dimension
n, like Sn, is then a “sphere”, only now a sphere of radiusi as shown below left:

sphere radiusi Hn

light-conex2
1 =

∑
i≥2 x

2
i

u space-like

u
⊥

geodesic
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This “sphere” is disconnected, so we need to throw away one ofthe sheets. Alternatively, “projectivise”
the time-like vectors, so that the points ofHn are the1-dimensional linear subspaces ofRn+1 consisting
entirely of time-like vectors.

Aside 12 The terminology light-like, time-like, and so on, comes about asRn+1 with the Lorentz norm is a model for the
Minkowski space-time of special relativity.

Geodesics on then-sphere are the intersection of linear hyperplanes withSn, and so forHn, where
now the result can be parametrised as a curve of the form(cosh θ, sinh θ). In particular, given a space-
like vectoru, the orthogonal complementu

⊥ (where orthogonal is interpreted with respect to the Lorentz
product) is a hyperplane intersectingHn in a geodesic, and all geodesics arise in this way.

(10.2)One can stereographically projectHn intoRn and so obtain thePoincaŕe ball modelfor hyperbolic
space.

For the rest of this section we restrict for convenience to the 2-dimensional
case, although everything we say is true in arbitrary dimensions. The space is
now in an open disc of radius1 (in C say, rather thanR2), the geodesics being
diameters and those portions of circles centered on the boundary. The element
of arc length in this model is given by|ds| = 2|dz|/(1− |z|2), ie: a pathγ has
length

||γ|| =
∫

γ

2|dz|
1− |z|2

In particular, near the center of the disc (|z| small) the metric in this model is “almost the same” as the
Euclidean metric.

(10.3) An application of this last observation that is significant for us is that we can tessellateH2 by
regular octagons with eight meeting at every vertex (and so the vertex angles are all2π/8). To see why,
we first note that a regular Euclidean octagon has vertex angle 6π/8, so as long as we are close enough
to 0, we can find a regular octagon inH2 with vertex angle6π/8− ε for anyε > 0. Now pull the vertices
towards infinity at constant speed (so that the octagon remains regular at all times). In the limit we have
the one below right where now the vertex angles are all zero.

octagon with vertex

angle
2π

8

Thus there must be an intermediary octagon with vertex angles 2π/8. The sides of our octagon are all
geodesics so we can reflect in these sides once we have suitably defined what we mean by a hyperbolic
reflection: as each geodesic side is the intersection withH2 of a hyperplaneu⊥, we take the linear map
of R3 to itself that sendsu to−u and fixes pointwiseu⊥. When restricted toH2 this gives a hyperbolic
reflection in the geodesic.

Now take the group generated by the eight reflections in the sides of this regular octagon. The images
tessellate all ofH2 without overlap in the manner desired.

(10.4) The other well known model forH2 is the upper half planeCIm(z)>0.
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The geodesics are those portions of Euclidean lines perpendicular to
the real axis and of circles centered on the real axis. The element of arc
length is now|ds| = |dz|/Im(z) so a parametrised curveγ has length

||γ|| =
∫

γ

|dz|
Im(z)

The metric is thus compressed along the real axis so that it appears infinitely far away.

(10.5) It will be useful to have some isometries of the upper half plane model at our disposal. In fact, the
isometries are generated by (in the sense that every isometry is a finite composition of) two fundamental
types:

ζ

ζ

ζ′

ζ′

The first is Euclidean reflection in the geodesics of the first kind above. The second isinversionin the
circles, where for anyζ, its imageζ′ under the inversion satisfies, and is uniquely defined by,|ζ||ζ′| = r2,
wherer is the radius of the circle.

Exercise 28 By suitably combining Euclidean reflections and inversions, show that the following are isometries of the upper half
plane: translation parallel to the real axis and scaling radially by a factor ofk from any point on the real axis.

(10.6) Juggling the models back and forth (this is a feature of arguments in this area) we can prove the
following remarkable property of the hyperbolic plane: given any triangle, no matter how large, each side
is contained in aln(1+

√
2)-neighborhood of the union of the other two. This is to be contrasted strongly

with the Euclidean plane, where a triangle can be scaled withone side getting arbitrarily far away from
the other two. To see the claim, start with an arbitrary triangle and pull its vertices off to infinity. We
show that this property holds for the resulting “ideal” triangle, in which case it will clearly also hold for
the original one.

Now switch to the upper half plane model with our ideal triangle as below left, and move it into a position
where the result is more transparent using a sequence of isometries:

1

4
−1

4

A

invert, translate
and scale
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Invert in the circle shown, which has the effect of sending that vertex of the triangle to∞. Translate
parallel to the real axis so the triangle is centered around0. Now scale radially by a suitable factor to get
the result above right.

A point on the vertical side has distance1
2 < ln(1 +

√
2) from the other vertical side, hence contained

in a ln(1 +
√

2)-neighborhood of the other two sides. This leaves the pointson the bottom side. By
scrutinizing the metric, one may see that the pointA is furthest from the vertical sides of any point on the
bottom side. Thus it remains to check the length of a geodesicfromA to a vertical side, which we leave
as an exercise.

11 Geometric Properties of Groups

The geometry of groups is the study of groups as metric spaces. The motivating example is the integers
Z, which is obviously a metric space as we know how to measure the distance between integers. Unfor-
tunately, it is not a very interesting metric space. The reals R on the other handare an interesting space,
but in passing fromZ to R too much of the group structure is lost.

Alternatively, we could study only those metric propertiesof Z that are unchanged by a passage toR.
Such a theory would need to be insensitive to “compact perturbations” such as squashing out compact
sets (which is one way of getting fromR to Z). This is sometimes called “coarse geometry”, as the very
fine detail of the reals has disappeared to be replaced by the coarseness of the integers.

Another common term is “large scale geometry”. As one moves further away fromZ the apparent
distance between the points decreases. In the limit, they have coalesced into a continuous whole. In other
words, we study those metric properties that are so obvious they can still be seen from infinitely far away.

Gromov’s original term was “asymptotic” group theory, and it is worth quoting from his seminal mono-
graph [3],

“This space may appear boring and uneventful to a geometers eye since it is discrete and the
traditional local (eg: topological and infinitesimal) machinery does not run. To regain the
geometric perspective one has to change one’s position and move the observation point far
away. Then the metric seen from the distanced becomes the original distance divided byd
and ford → ∞ the points coalesce into a connected continuous solid unitywhich occupies
the visual horizon without any gaps or holes and fills our geometer’s heart with joy.”

(11.1) We assume the reader is familiar with the notion of a metricd on a setX . A geodesicbetween the
pointsx, y ∈ X is a continuous mappingγ : [0, c = d(x, y)] ⊂ R → X such thatγ(0) = x, γ(c) = y
andd(γ(t), γ(t′)) = |t− t′| for anyt, t′ ∈ [0, c]. A metric space is ageodesic spaceiff there is a geodesic
(not necessarily unique) between any two points.

(11.2) Our first example is the following metric on a groupG with generating setS. For anyg ∈ G,
definedS(1, g) = n iff g can be expressed as a wordg = si1 . . . sin

of lengthn in the generators, but
not as a word involving fewer thann occurences of the generators. DefinedS(g1, g2) = dS(1, g2g

−1
1 ),

theword metriconG with respect to the generating setS. The distance between two elementsg1, g2 of
the group is thus the smallest number of generators needed toexpress an elementh such thathg1 = g2.
Notice that by definition, theG-action by right multiplication on(G, dS) is isometric.

(11.3) Here is another example, which when looked at from an infinitedistance, will turn out to be the
same as the previous one. LetK1 = K be a graph2-complex. Each edge can be given a metric by
replacing it with a copy of[0, 1] ⊂ R equipped with the usual metric. Given a path (using finitely many
edges) between two points (now not necessarily vertices) define its length to be the sum of the lengths of
the edges or partial edges in the path. The distance between two points is the infimum of the lengths of
all paths between the two. If the points are just vertices then this is obviously just the minimum number
of edges in a path connecting them.

Call this thegraph metriconK.
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(11.4) Let (X, dX) and(Y, dY ) be metric spaces. A map (not necessarily continuous)f : X → Y is a
(λ, ε)-quasi isometric embeddingif and only if we have,

dX(x, y) ≤ λdY (f(x), f(y)) + ε anddY (f(x), f(y)) ≤ λdX(x, y) + ε,

for someλ ≥ 1 andε ≥ 0. Moreover, the map is aquasi isometryiff there is aC ≥ 0 such that every
point ofY is in aC-neighborhood off(X).

Exercise 29 Show that if a mapf allows us to bound the metrics according todX ≤ λ1dY + ε1 anddY ≤ λ2dX + ε2, then
this is a(λ, ε)-quasi isometry.

Exercise 30

1. Show that if there is a(λ, ε)-quasi isometryf : X → Y then there is a(λ′, ε′)-quasi isometryf ′ : Y → X and a constant
C ≥ 0 such thatdY (ff ′(y), y) ≤ C anddX(f ′f(x), x) ≤ C.

2. Show that ifX → Y is (λ1, ε1)-quasi isometry andY → Z is (λ2, ε2)-quasi isometry then the composition is a
(λ1λ2, λ2ε1 + ε2)-quasi isometryX → Z.

Thus quasi isometry is an equivalence relation on the class of all metric spaces.

(11.5) Our first example of a quasi-isometry is squashing out a compact set (or more generally, a set of
finite diameter). LetC be a compact subset of our spaceX and define an equivalence relation onX by
letting x ∼ y if and only if eitherx andy both belong toC or x = y. Using the same symbols for an
equivalence class inX/∼ as for the points ofX , we define a metricd′ on the quotient space by

d′(x, y) =

{
d(x, y), x, y 6∈ C
d(x,C), y ∈ C

The quotient mapping (sending a point inX to its equivalence class modulo∼) is then a(1,K)-quasi
isometry fromX to X/∼, whereK is the diameter of the compact setC (ie: the maximum distance
between points inC).

(11.6) scaling by a factor ofλ is a(λ, 0)-quasi isometry;

(11.7) If (X, d) a space andY ⊂ X is such thatX is contained in aC-neighborhood ofY for some
C ≥ 0, then the inclusion map(Y, d) → (X, d) is a (1, 0)-quasi isometry, and soX andY are quasi
isometric. (note that of course the inclusion is anisometry, but the spaces are not isometric)

A very typical example of quasi isometric spaces is thus provided by “pixelisation”. LetX be a space
tessellated by copies of a closed compact setC (ie: the sets coverX , and two different copies ofC
intersect only in their boundaries). LetY be a collection of points such that there is exactly one in each
copy ofC. ThenY with the restricted metric to it is quasi isometric toX .

(11.8) LetG be a group with generating setS anddS the word metric onG. LetK be the Cayley graph
of G with respect to the generatorsS and equipped with the graph metric. Paths between vertices in K
correspond to words in the generators that multiply the element corresponding to the start vertex to obtain
the element corresponding to the finish vertex. Thus the graph metric, restricted to the vertices ofK is
just the word metric when the vertices are interpreted as elements of the groupG. As any point on an
edge ofK is distance≤ 1

2 from a vertex we have thatthe space(G, dS) andK with the graph metric are
quasi isometric.

(11.9) Let S, S′ be two generating sets for a groupG with dS , dS′ the corresponding word metrics. To
bound these two in terms of each other it suffices to consider distances of the formd(1, g) as the metrics
are defined in terms of these. Let,

µ = max
s∈S
{dS′(1, s)}, andµ′ = max

s′∈S′

{dS(1, s′)}.

If g = si1 . . . sik
a word in the generatorsS of minimal length, then eachsij

can be written as a product
of at mostµ of the generators fromS′. ThusdS′(1, g) ≤ µn = µdS(1, g). Similarly,dS(1, g) ≤ µ′n =
µdS′(1, g), and sothe spaces(G, dS) and(G, dS′) are quasi isometric.

Thus also,any two Cayley graphs for a groupG are quasi isometric.
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(11.10) In light of the last two observations, we say that a groupG and a spaceX are quasi isometric if
and only ifX is isometric to a Cayley graph ofGwith respect to some set of generators. In particular, two
groups are quasi isometric if any two (hence every two) Cayley graphs for the groups are quasi isometric.

(11.11)Here is a simple example of an asymptotic result about groups:

Theorem 11.1 LetK(X ; –) be a presentation2-complex for a free group of finite rank and̃K → K a
covering of infinite degree with the corresponding subgroupfinitely generated. TheñK is quasi isometric
to the universal cover ofK(X ; –), where both are equipped with the graph metric.

Indeed, ifK1 is the universal cover, then it is the Cayley complex of the free group with respect to the
free generatorsX , and so is an infinite2|X |-valent tree. We show in fact that there is an integerd, such
that if C is the set of all points distance at mostd from the vertex corresponding to the identity inK1,
then outside of the setC, the graphsK1 andK̃ are identical:

squashC

C

Proof: Let ṽ be the basepoint for̃K. By the finitely generated condition, and the exercises below, any
spanning tree for̃K must contain all but finitely many of the edges ofK̃. In particular, we can construct
a spanning tree inductively as follows: for every vertex distanced from the basepoint̃v, choose precisely
one of the vertices adjacent to the vertex having distanced − 1 from ṽ, and add the connecting edge to
the tree.

By the definition of covering, each vertex of̃K has an incoming and an outgoingxi-edge for each
xi ∈ X . If one of these edges is a loop or two of them start and end at the same vertex, then a spanning
tree forK1 cannot contain the loop, or can contain at most one of the two edges. Thus, this can happen
at only finitely many vertices.

Thus, apart from these finitely many, the arrangement of edges around a vertex of̃K is as on the left:

x1
x2

xn

x1

x2
xn

ṽ

ṽ′ũ1

ũ2

γ1

γ2

with all the vertices shown distinct. Now suppose we have a vertex ṽ′ of K̃ such that there are geodesics
γ1, γ2 from the basepoint that arrive atṽ′ across different edges from the (distinct) verticesũ1 andũ2.
The two edges therefore cannot both be in the spanning tree constructed above, and therefore, there are
only finitely many vertices having this “double geodesic” property. Letd be big enough so that all the
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vertices with edge arrangements not like the above and all the vertices with this double geodesic property
have distance< d from the basepoint, and letC be the collection of points distance≤ d from ṽ.

For any vertex outside ofC, there are2|X | distinct vertices adjacent to it, and any geodesic fromṽ to
the vertex must arrive on a fixed one of these edges. This meansthat precisely one of the2|X | vertices
has distanced − 1 from ṽ and all the others have distanced + 1. These are hence also outside of the
regionC, and one may continue inductively, getting that the part ofK̃ outsideC is identical to that part
of K1 outside a ball of radiusd centered on the vertex corresponding to the identity. 2

Exercise 31

1. If K1 is an infinite graph with each vertex incident with finitely many edges, andT is a spanning tree forK1 that contains
all but finitely many edges ofK1, thenanyspanning tree forK1 contains all but finitely many edges ofK1.

2. If K is a2-complex andπ1(K) is finitely generated then there is a finite set of Schreier generators forπ1(K).

Aside 13 On any group there is a topology that encodes the finite index subgroup structure of the group, called theprofinite
topology. It has as a neighborhood basis at the identity the normal subgroups of finite index. In particular, a groupG is residually
finite (see§7) if and only if the profinite topology onG is Hausdorff. A natural question to ask is whether an arbitrary subgroupH
ofG is closed in this topology (ifH has finite index then this is easily seen to be so). CallG subgroup separableor LERF iff every
finitely generatedsubgroup is closed. Equivalently ifH is a finitely generated subgroup andg ∈ G \ H there is a finite groupK
and a homomorphismϕ : G → K such thatϕ(g) 6∈ ϕ(H).

(11.12) We can put our asymptotic result to work. The following theorem was originally proved by
Marshall Hall in the 1950’s and subsequent proofs have been given by Stallings and Margolis.

Theorem 11.2 Free groups of finite rank are subgroup separable.

Proof: If H has finite indexn in the free groupG = 〈X ; –〉 there is a finite covering̃K → K(X ; –),
where the elements ofH correspond to those paths inK(X ; –) that lift to loops at the basepoint of̃K.
Thus no word representingg does so. The path lifting action gives a homomorphismG → Aut(K̃) to a
finite group, where, by the above, the image of any element ofH acts by fixing the basepoint of̃K, but
the image ofg moves the basepoint. Thusg andH have different images as required.

The really interesting case is whenH has infinite index inG. We still have a covering̃K → K(X ; –),
where now, by Theorem 11.1, we know thatK̃ looks like the infinite2|X |-valent treeT outside of a
compact setC that contains the basepoint. As before, any word representingg lifts to a non-closed path
at the basepoint of̃K. LetD be large enough so that all the vertices in the regionC and all the vertices
in this lifted path have distance< D from the basepoint.

LetT be the Cayley complex for the free group and consider the set of edges of the treeT that go from
a vertex distanceD from ṽ to a vertex distanceD + 1. The following is easily proven by induction: for
each generatorx ∈ X , there are the same number ofx-edges in this set going from a distanceD vertex
to a distanceD + 1 vertex as there arex-edges going the other way (ie: from a vertex distanceD + 1 to
a vertex distanceD).

C

g̃

D
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This must then be true for̃K, asT andK̃ are identical this far from the basepoint. Form a newfinite
complexK̃ ′ as follows: the vertices of̃K ′ are those ofK̃ distance≤ D from the basepoint. any edges
of K̃ inside this ball are also edges of̃K ′. That leaves the edges “on the boundary” of the ball to worry
about. But, according to the previous paragraph they can be paired up as, as

We leave it to the reader to verify that̃K ′ → K(X ; –) is a covering, thus we have a homomorphism
G→ Aut(K̃ ′) to a finite group. Thatg andH have different images follows by observing that elements
of H act onK̃ by fixing the basepoint, and as we are only interested in non-trivial ones, these loops can
be assumed to stay inside the regionC (because of the tree like nature ofK̃ outside this region). Thus
they act the same way oñK ′, butg acts onK̃ ′ by sending the basepoint tõu. 2

(11.13)A geometric propertyof groups is an invariant of quasi isometry (sometimes called anasymptotic
invariant), in the sense that if groupsG1 andG2 are quasi isometric thenG1 has the property if and only
if G2 has the property. Here is a (incomplete) list of some geometric properties, with only the first being
obvious:

1. Being finite;

2. finitely presented;

3. virtually free;

4. the number of ends;

5. being hyperbolic (see the last section);

6. thel1-homology andl∞ cohomology;

Obviously there is also a list ofnon-geometric properties, and a list where the status of the items is
undecided.

(11.14)An isometry of a geodesic space is a mapX → X preserving the distances between points, and
a groupG acts by isometries onX if we have a homomorphismG → Isom(X), where the isometries
form a group in the obvious way. An action isproper if for any pointx ∈ X there is arx > 0 such that
the set,

{g ∈ G |B(x, rx) ∩B(x, rx)g 6= ∅}
is finite (B(x, rx) is the ball centerx and radiusrx). An action iscocompactiff there is a compact subset
C whose images cover all ofX , ie:X = CG.

(11.15)We can find presentations for groups acting in this way:

Theorem 11.3 (Poincaŕe) LetG act by isometries on the connected spaceX . If U is an open set such
thatX = UG then the set,

S = {g ∈ G |Ug ∩ U 6= ∅}
generatesG.

Proof: LetH be the subgroup generated by the elements ofS, andV = UH , V ′ = U(G\H), both open
as isometries are homeomorphisms. Suppose they are not disjoint, so that there areh ∈ H andh′ ∈ G\H
with Uh∩Uh′ 6= ∅. But thenU∩U(h′h−1) 6= ∅ so thath′(h−1) ∈ S, ie: h′ ∈ SH ⊂ H , a contradiction.
Thus we haveX expressed as a disjoint union of open sets withV non-empty, so connectedness gives
thatV ′ must be empty, ie:H = G. 2
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(11.16) If we have a groupG acting on a setX then we can transfer the geometric properties ofX toG:

Theorem 11.4 (̌Svarc-Milnor) SupposeG acts properly cocompactly by isometries on the geodesic
spaceX . ThenG is quasi-isometric toX .

Proof: We have aC ⊂ X compact withCG = X . Choose a basepointx0 ∈ X and aλ such that
C ⊆ B(x0, λ). Thus every point ofX is within λ distance of the set{x0}G. LetU = B(x0, 3λ) so that
the set

S = {g ∈ G |U ∩ Ug 6= ∅}
generatesG. We show that the mapg 7→ (x0)g is a quasi isometry from(G, dS) to the subspace{x0}G
of X , and hence the result.

xi

xi−1

≤ λ ≤ λ
≤ λ

Let g ∈ G and consider a geodesic inX from x0 to x0g. Step offλ
lengths along the geodesic, with the last one possibly having length≤ λ.
If x0, x1, . . . , xn = x0g are the points of the partition, then we have

n ≤ 1

λ
dX(x0, x0g) + 1.

Choose elements1 = g0, g1, . . . , gn = g of G such thatx0gi is within distanceλ of xi. Thus,

dX(x0gi−1, x0gi) ≤ 3λ,

so thatgig
−1
i−1 movesx0 a distance less than3λ away fromx0. This gives thatgig

−1
i−1 is one of our

generators inS. But,
g = (gng

−1
n−1)(gn−1g

−1
n−2) . . . (g1g

−1
0 )g0

a product ofn generators, so thatdS(1, g) ≤ n. ThusdS(1, g) ≤ (1/λ)dX(x0, x0g) + 1.

x0

x0gn

x0gn−1gn
x0g2 . . . gn

x0g On the other hand, ifdS(1, g) = n then we have a wordg = g1 . . . gn

in the generatorsS. Take a geodesic inX from x0 to x0g as before, and
consider the pointsx0gi . . . gn. Then

dX(x0, x0g) ≤
∑

dX(x0gi−1 . . . gn, x0gi . . . gn).

Hitting the segment betweenx0gi−1 . . . gn andx0gi . . . gn with the isometryg−1
n . . . g−1

i−1 gives a segment
betweenx0 andx0gi. Lettingµ = maxg∈S{dX(x0, x0g)}, we have

dX(x0, x0g) ≤ µn ≤ µdS(1, g).

2

(11.17)Examples:Z is quasi isometric toR via a translation action; in generalZn is quasi isometric to
Rn;

(11.18)We now construct a proper cocompact action by isometries of the surface groupΣ2 on the hyper-
bolic plane. LetK̃ be the Cayley graph forΣ2 constructed in§9. In §10 we realised̃K in the hyperbolic
plane as a tessellation by regular octagons with eight meeting around a vertex. Indeed, ifc is the side
length of an octagon, then this realisation is a(c, 0)-quasi isometryK̃ → this tessellation. From now
on, when we mentioñK we mean this realisation of it inH2. Construct the dual tessellationT : place a
new vertex at the center of each octagon, and join two such vertices by a geodesic segment iff they lie in
octagons sharing an edge. It is easy to see thatT is also a tessellation of the hyperbolic plane by regular
octagons with eight meeting at every vertex.
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v

u

O

O′γ

There is a distinguished octagonO ∈ T containing the basepoint ver-
tex v of K̃. For anyγ ∈ Σ2, the path-lifting action ofΣ2 on K̃ gives
an image vertexu in K̃. LetO′ be the octagon containingu at its cen-
ter. There is a unique isometryγ′ of H2 that sendsO → O′ in such a
way that the edges of̃K meeting atv match up with those meeting atu.

DefineΣ2 → Isom+H2 by γ 7→ γ′.

O

Ox1

γ

We show that this gives a proper cocompact isometric action of Σ2 on
the hyperbolic plane. Firstly, if

γ = x1 . . . xk

is a word in the generators then the compositionx′1 . . . x
′
k sendsO to

O′ with the edges matching, so by uniqueness,γ′ = x′1 . . . x
′
k. Thus forΣ2 → Isom+H2 to be a

homomorphism, we require that the imagesa′1, a
′
2, b

′
1, b

′
2 of the generators satisfy the same relations in

Isom+H2 that the originala1, a2, b1, b2 generators do inΣ2.

O
v

T

K̃

This amounts to showing that
∏

i[a
′
i, b

′
i] acts as the identity map

on the hyperbolic plane. But this word is the boundary label of a
face in the Cayley complex̃K, so by definition it maps the octagon
O to itself with the edges matching, so is the identity map. Thus
Σ2 → Isom+H2 is indeed a homomorphism. That the action is by
isometries is by definition.

As K̃ is connected and the octagons tessellateH2 we have that
OΣ2 = H2. If O′ is an octagon withO ∩ O′γ non-empty for some
γ ∈ Σ2, then there is an edge labelledγ in K̃ connectingv to the
vertex corresponding toO′. Thusγ must be one of the generators for

Σ2, of which there are eight. Hence

{γ ∈ Σ2 |O ∩O′γ 6= ∅},

is finite giving that the action is proper and cocompact (asO is compact). Thus, we have,

Proposition 11.1 The surface groupΣ2 is quasi isometric to the hyperbolic plane.

Indeed, any group acting properly cocompactly by isometries on the hyperbolic plane is quasi isometric
to the plane, hence any two such groups are quasi isometric toeach other.

(11.19) Just as a geodesic in the space(X, d) is an isometric mapping of an interval[0, c] into X , so a
(λ, ε)-quasi geodesicis a(λ, ε)-quasi isometric mapping of[0, c] toX .

The primary example is if we have two spacesX andY and a quasi isometryX → Y . Then clearly
any geodesic inX is mapped by the quasi isometry to a quasi geodesic inY .

(11.20) One thinks of quasi geodesics as discrete approximations togeodesics. How good an approxi-
mation are they? Sometimes not very good: the same argument as above gives a quasi isometry between
the groupZ⊕Z and the Euclidean plane, so we get quasi geodesics in the plane by taking geodesic paths
in the Cayley complex embedded in the plane as a tiling by squares. As can be readily seen, a quasi
geodesic can get arbitrarily far away from a geodesic between the same two points. But it turns out that
quasi geodesicsdoapproximate geodesics well in spaces that “look like” the hyperbolic space of§10. We
take this up in our final section.

12 Hyperbolic Groups

We saw at the end of§10 that the geometry of the hyperbolic plane has a remarkableproperty that
distinguishes it from the Euclidean plane: there is an absolute constantδ = ln(1 +

√
2), such that a
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side of any triangle (no matter how large) is contained in aδ-neighborhood of the other two sides. Thus,
triangles inH2 are “thin”, in that the points on the sides never get too far away from each other.

In this final section we study metric spaces with this property, and in particular, those groups which
have a Cayley graph whose triangles are thin.

(12.1) LetX be a geodesic metric space andδ > 0 a fixed constant. We say thatX is δ-hyperboliciff
every geodesic triangle inX has the property that each side is contained in aδ-neighborhood of the union
of the other two. Say justhyperbolicif it is δ-hyperbolic for someδ > 0.

(12.2) Before giving some examples, we state,

Theorem 12.1 LetX be a hyperbolic space. Then there is an absolute constant∆ ≥ 0 such for any two
pointsx, y ∈ X any quasi geodesic fromx to y lies within a∆-neighborhood of any geodesic fromx to
y.

(12.3) An immediate consequence is

Proposition 12.1 If X andY are geodesic metric spaces withf : X → Y a (λ, ε) quasi-isometry and
Y δ-hyperbolic, thenX is (λ(2∆ + δ) + ε)-hyperbolic, where∆ is the constant forY guaranteed by
Theorem 12.1.

Proof: Suppose we have a triangle inX and consider a pointP on any one of its sides:

P Q f f(P )
f(Q)

a b⊆ X ⊆ H2

≤ δ≤ ∆ ≤ ∆

There is a(λ, ε)-quasi isometryf : X → Y which sends the geodesic sides of this triangle to quasi
geodesics inY (the squiggly lines in the picture above right). Thus there is an absolute constant∆ with
these quasi geodesics in a∆-neighborhood of a geodesic between the same two points. Drawing in these
geodesics to give a triangle inY , there is a pointa on the geodesic nearestf(P ) at most∆ distance
from it. As triangles inY areδ-thin, there is a pointb on another geodesic side of the triangle at mostδ
distance froma. Finally, the quasi geodesic closest contains a pointf(Q) at most∆ distance fromb. The
conclusion is that the pointQ back inX mapping tof(Q) satisfies,

d eK(P,Q) ≤ λ(2∆ + δ) + ε,

so that triangles inX are(λ(2∆+δ)+ε)-thin. Notice that everything on the right hand side is independent
of the triangle inX chosen. 2

(12.4) The Proposition goves us our first non-trivial example of a hyperbolic metric space, namely we
show that any Cayley graph for the surface groupΣ2 has this thin triangles property. At the end of the
previous section we showed that the group could be made to actproperly cocompactly by isometries on
the hyperbolic planeH2, and so by thěSvarc-Milnor Theorem, the groupΣ2 is quasi-isometric to the
hyperbolic plane, which is itselfln(1 +

√
2)-hyperbolic. Thus every Cayley graph forΣ2, equipped with

the word metric, is a hyperbolic space by the Proposition above.
Indeed, any group acting properly cocompactly by isometries on the hyperbolic plane has Cayley

graphs that are hyperbolic.
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(12.5) Motivated by this example, a group is said to be(δ-)hyperbolic(or word hyperbolicor hyperbolic
in the sense of Gromov) if some Cayley graph for it is a hyperbolic space with respect to the graph metric.
This definition does not depend on which Cayley graph one chooses as we have already seen that any two
Cayley graphs are quasi-isometric.

(12.6) We content ourselves with just stating some examples: finitegroups (obviously, as the Caylay
graphs have finite diameter so the thin triangles condition is rather trivially satisfied); free groups (their
Cayley graphs are trees so triangles are definitely thin!); hyperbolic lattices, ie: lattices in the real Lie
groups SO1,nR ≈ Isom+Hn; in particular, ifM is a closed Riemannian manifold with constant sectional
curvature−1, thenπ1(M) is hyperbolic.

(12.7) Hyperbolic groups have many very nice properties. Given more preparation time, these notes
would have gone into some of them! Nevertheless, there is onevery nice property that we state without
proof as it answers the question we posed at the end of§9.

Theorem 12.2 For a hyperbolic groupG there is an absolute constantC ≥ 0 such that any closed path
in a Cayley complex forG contains a sub-path of length≤ C which is not a geodesic.

That the closed path contains a non-geodesic sub-path is notthe key bit: it is that this sub-path stays
only so long, no matter how long the closed path taken.

This was the crucial property that the Cayley complexK̃ for Σ2 had: any closed path in the graph had
to go “the long way” around one of the faces of the complex, hence contained a sub-path of length at
most8 that was not a geodesic. As a consequence, and for pretty muchthe same reasons, we have,

Theorem 12.3 A group has a Dehn’s algorithm if and only if it is hyperbolic.

(12.8) We end with a result that shows, in some sense, that most finitely presented groups are hyperbolic.
Consider the set of all presentations〈X ;R〉 where|X |, |R| and the number of occurrences of the gener-
ators in each relator inR is fixed. LetN be the number of such presentations andNh be the number that
are hyperbolic groups.

Theorem 12.4 (Gromov, Ol’Shanskii) There is ac > 0 such that

Nh

N
= 1− e−cn + o(1),

wheren is the length of the shortest relator.

(here, as usual,o(1) denotes a quantity that tends to0 asn→∞).
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