
Synthesis of Switching Controllers using
Approximately Bisimilar Multiscale Abstractions∗

Javier Cámara
POP ART project

INRIA Grenoble Rhône-Alpes
38334 Saint-Ismier cedex,

France

Antoine Girard
Laboratoire Jean Kuntzmann

Université de Grenoble
B.P. 53, 38041 Grenoble,

France

Gregor Gössler
POP ART project

INRIA Grenoble Rhône-Alpes
38334 Saint-Ismier cedex,

France

ABSTRACT
When available, discrete abstractions provide an appeal-
ing approach to controller synthesis. Recently, an approach
for computing discrete abstractions of incrementally stable
switched systems has been proposed, using the notion of
approximate bisimulation. This approach is based on sam-
pling of time and space where the sampling parameters must
satisfy some relation in order to achieve a certain preci-
sion. Particularly, the smaller the sampling period, the finer
the lattice approximating the state-space and the larger the
number of states in the abstraction. This renders the use of
these abstractions for synthesis of fast switching controllers
computationally prohibitive. In this paper, we present a
novel class of multiscale discrete abstractions for switched
systems that allows us to deal with fast switching while keep-
ing the number of states in the abstraction at a reasonable
level. The transitions of our abstractions have various du-
rations: for transitions of longer duration, it is sufficient to
consider abstract states on a coarse lattice; for transitions of
shorter duration, it becomes necessary to use finer lattices.
These finer lattices are effectively used only on a restricted
area of the state-space where the fast switching occurs. We
show how to use these abstractions for multiscale synthesis
of self-triggered switching controllers for reachability specifi-
cations under time optimization. We illustrate the merits of
our approach by applying it to the boost DC-DC converter.

Categories and Subject Descriptors
I.2.8 [Artificial Intelligence]: Problem Solving, Control
Methods and Search—Control theory

General Terms
Design, Performance
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1. INTRODUCTION
The use of discrete abstractions for continuous dynamics

has become standard in hybrid systems design (see e.g. [15]
and the references therein). The main advantage of this ap-
proach is that it offers the possibility to leverage controller
synthesis techniques developed in the areas of supervisory
control of discrete-event systems [13] or algorithmic game
theory [3]. Historically, the first attempts to compute dis-
crete abstractions for hybrid systems were based on tradi-
tional systems behavioral relationships such as simulation
or bisimulation [10], initially proposed for discrete systems
most notably in the area of formal methods. These notions
require inclusion or equivalence of observed behaviors which
is often too restrictive when dealing with systems observed
over metric spaces. For such systems, a more natural ab-
straction requirement is to ask for closeness of observed be-
haviors. This leads to the notions of approximate simulation
and bisimulation introduced in [7].

These notions enabled the computation of approximately
equivalent discrete abstractions for several classes of dynam-
ical systems, including nonlinear control systems with or
without disturbances (see [12] and [11], respectively) and
switched systems [8]. These approaches are based on sam-
pling of time and space where the sampling parameters must
satisfy some relation in order to obtain abstractions of a pre-
scribed precision. Particularly, it should be noticed that the
smaller the time sampling parameter, the finer the lattice
used for approximating the state-space; this may result in
abstractions with a very large number of states when the
sampling period is small. However, there are a number of
applications where sampling has to be fast; though this is
generally necessary only on a small part of the state-space.
For instance, in sliding mode control of switched systems
(see e.g. [14]), the sampling has to be fast only in the neigh-
borhood of a sliding surface.

In this paper, we present a novel class of multiscale dis-
crete abstractions for incrementally stable switched systems
that allows us to deal with fast switching while keeping the
number of states in the abstraction at a reasonable level.
Following the self-triggered control paradigm [17, 18, 2], we
assume that the controller of the switched system has to de-
cide the control input and the time period during which it
will be applied before the controller executes again. In this



context, it is natural to consider abstractions where transi-
tions have various durations. For transitions of longer du-
ration, it is sufficient to consider abstract states on a coarse
lattice. For transitions of shorter duration, it becomes nec-
essary to use finer lattices. These finer lattices are effectively
used only on a restricted area of the state-space where the
fast switching occurs.

These abstractions allow us to use multiscale iterative ap-
proaches for controller synthesis as follows. An initial con-
troller is synthesized based on the dynamics of the abstrac-
tion at the coarsest scale where only transitions of longer
duration are enabled. An analysis of this initial controller
allows us to identify regions of the state-space where tran-
sitions of shorter duration may be useful (e.g. to improve
the performance of the controller). Then, the controller is
refined by enabling transitions of shorter duration in the
identified regions. The last two steps can be repeated until
we are satisfied with the obtained controller.

The concept of approximately bisimilar multiscale discrete
abstractions has already been explored in [16]. In this work,
the multiscale feature was used for accomodating locally the
precision of the abstraction while the time sampling period
remained constant. On the contrary, our approach seeks for
a uniform precision but varying time sampling periods.

The paper is organized as follows. In section 2, we present
previous results on switched systems and approximate bisim-
ulation. In section 3, we introduce our multiscale discrete
abstractions for a class of incrementally stable switched sys-
tems. In section 4, we show how to use them for multiscale
synthesis of controllers for reachability specifications under
time optimization. Finally, we illustrate the merits of our
approach by applying it to the boost DC-DC converter.

2. PRELIMINARIES

2.1 Incrementally stable switched systems
In this paper, we shall consider the class of switched sys-

tems formalized in the following definition.

Definition 2.1. A switched system is a quadruple Σ =
(Rn, P,P, F ), where:

• Rn is the state space;

• P = {1, . . . ,m} is the finite set of modes;

• P is the set of piecewise constant functions from R+ to
P , continuous from the right and with a finite number
of discontinuities on every bounded interval of R+;

• F = {f1, . . . , fm} is a collection of smooth vector fields
indexed by P .

A switching signal of Σ is a function p ∈ P, the discon-
tinuities of p are called switching times. A piecewise C1
function x : R+ → Rn is said to be a trajectory of Σ if it is
continuous and there exists a switching signal p ∈ P such
that, at each t ∈ R+ where the function p is continuous, x
is continuously differentiable and satisfies:

ẋ(t) = fp(t)(x(t)).

We assume that the vector fields f1, . . . , fm are such that
for all initial conditions and switching signals, there is ex-
istence and uniqueness of the trajectory of Σ. We will de-
note x(t, x,p) the point reached at time t ∈ R+ from the

initial condition x under the switching signal p. We will de-
note x(t, x, p) the point reached by Σ at time t ∈ R+ from
the initial condition x under the constant switching signal
p(t) = p, for all t ∈ R+.

The results presented in this paper rely on some notion
of incremental stability (i.e. δ-GUAS [1, 8]). Essentially,
incremental stability of a switched system means that all
the trajectories associated with the same switching signal
converge asymptotically to the same reference trajectory in-
dependently of their initial condition. Let us remark that,
unless all vector fields share a common equilibrium, this does
not imply stability. In the following, ‖.‖ denotes the usual
Euclidean norm over Rn. Incremental stability of a switched
system can be characterized using Lyapunov functions:

Definition 2.2. A smooth function V : Rn × Rn → R+

is a common δ-GUAS Lyapunov function for Σ if there exist
K∞ functions1 α, α and κ > 0 such that for all x, y ∈ Rn,
for all p ∈ P :

α(‖x− y‖) ≤ V (x, y) ≤ α(‖x− y‖); (1)
∂V
∂x

(x, y)fp(x) + ∂V
∂y

(x, y)fp(y) ≤ −κV (x, y). (2)

The computation of a δ-GUAS Lyapunov function is gen-
erally hard and out of the scope of the paper. However, if
all vector fields are affine one can look for a quadratic δ-
GUAS Lyapunov function by solving a set of linear matrix
inequalities. As in [8], we will make in the following the sup-
plementary assumption on the δ-GUAS Lyapunov function
that there exists a K∞ function γ such that

∀x, y, z ∈ Rn, |V (x, y)− V (x, z)| ≤ γ(‖y − z‖). (3)

This assumption was shown to be not restrictive provided
V is smooth and we are interested in the dynamics of Σ on
a compact subset of Rn, which is often the case in practice.

In [8], it was shown that under the existence of common δ-
GUAS Lyapunov function and equation (3) it is possible to
compute discrete abstractions that are approximately equiv-
alent to a switched system.

2.2 Approximate bisimulation
In this section, we present a notion of approximate equiv-

alence which will relate a switched system to the discrete
systems that we construct. We start by introducing the class
of transition systems which allows us to model switched and
discrete systems in a common framework.

Definition 2.3. A transition system is a tuple

T = (Q,L, - , O,H, I)

consisting of:

• a set of states Q;

• a set of labels L;

• a transition relation - ⊆ Q× L×Q;

• an output set O;

• an output function H : Q→ O;

• a set of initial states I ⊆ Q.

1A continuous function γ : R+ → R+ is said to belong to
class K∞ if it is strictly increasing, γ(0) = 0 and γ(r)→∞
when r →∞.



T is said to be metric if the output set O is equipped with a
metric d, discrete if Q and L are finite or countable sets.

The transition (q, l, q′) ∈ - will be denoted q
l- q′,

or alternatively q′ ∈ Succ(q, l); this means that the system
can evolve from state q to state q′ under the action l. An
action l ∈ L belongs to the set of enabled actions at state
q, denoted Enab(q), if Succ(q, l) 6= ∅. If Enab(q) = ∅, then
q is said to be a blocking state; otherwise it is said to be
non-blocking. If all states are non-blocking, we say that the
transition system T is non-blocking. The transition system
is said to be deterministic if for all q ∈ Q and l ∈ Enab(q),
Succ(q, l) has only one element. A trajectory of the transition
system is a finite sequence of transitions

σ = q0
l0- q1

l1- q2
l2- . . .

lN−1- qN .

N ∈ N is referred to as the length of the trajectory. The
associated observed behavior is the finite sequence of outputs
o0o1o2 . . . oN where oi = H(qi), for all i ∈ {0, . . . , N}.

Transition systems can serve as models for switched sys-
tems. Given a switched system Σ = (Rn, P,P, F ), we define
the transition system T (Σ) = (Q,L, - , O,H, I), where
the set of states is Q = Rn; the set of labels is L = P ×R+;
the transition relation is given by

x
p,τ- x′ iff x(τ, x, p) = x′,

i.e. the switched system Σ goes from state x to state x′ by
applying the constant mode p for a duration τ ; the set of
outputs is O = Rn; the observation map H is the identity
map over Rn; the set of initial states is I = Rn. The tran-
sition system T (Σ) is non-blocking and deterministc, it is
metric when the set of outputs O = Rn is equipped with
the metric d(x, x′) = ‖x− x′‖. Note that the state space of
T (Σ) is uncountable.

Traditional equivalence relationships for transition sys-
tems rely on equality of observed behaviors. One of the most
common notions is that of bisimulation equivalence [10, 15].
For metric transition systems, requiring strict equivalence of
observed behaviors is often quite restrictive. A natural re-
laxation is to ask for closeness of observed behaviors where
closeness is measured with respect to the metric on the out-
put set. This leads to the notion of approximate bisimula-
tion introduced in [7].

Definition 2.4. Let Ti = (Qi, L,
i
- , O,Hi, Ii), with

i = 1, 2 be metric transition systems with the same sets of
labels L and outputs O equipped with the metric d. Let ε ≥ 0
be a given precision. A relation R ⊆ Q1 × Q2 is said to be
an ε-approximate bisimulation relation between T1 and T2 if
for all (q1, q2) ∈ R:

• d(H1(q1), H2(q2)) ≤ ε;

• ∀q1
l

1
- q′1, ∃q2

l

2
- q′2, such that (q′1, q

′
2) ∈ R;

• ∀q2
l

2
- q′2, ∃q1

l

1
- q′1, such that (q′1, q

′
2) ∈ R.

The transition systems T1 and T2 are said to be approxi-
mately bisimilar with precision ε, denoted T1 ∼ε T2, if:

• ∀q1 ∈ I1, ∃q2 ∈ I2, such that (q1, q2) ∈ R;

• ∀q2 ∈ I2, ∃q1 ∈ I1, such that (q1, q2) ∈ R.

If T1 is a system we want to control and T2 is a simpler
system that we want to use for controller synthesis, then T2

is called an approximately bisimilar abstraction of T1.

3. MULTISCALE ABSTRACTIONS FOR
SWITCHED SYSTEMS

Let Σ be a switched system and τ > 0 a time-sampling
parameter, Tτ (Σ) is the sub-transition system of T (Σ) ob-
tained by selecting the transitions of T (Σ) that describe tra-
jectories of duration τ . This is a natural assumption when
the switching in Σ is determined by a time-triggered con-
troller with period τ . In [8], an approach to compute ap-
proximately bisimilar abstractions of Tτ (Σ) was presented.
It is based on a quantization of the state-space Rn which is
approximated by the lattice:

[Rn]η =


q ∈ Rn

˛̨̨̨
q[i] = ki

2η√
n
, ki ∈ Z, i = 1, ..., n

ff
where q[i] is the i-th coordinate of q and η > 0 is a state
space discretization parameter. The resulting abstraction
Tτ,η(Σ) is discrete since its set of states [Rn]η and its set of
actions P are respectively countable and finite. It is shown
in [8] that under the existence of a common δ-GUAS Lya-
punov function and equation (3), Tτ (Σ) and Tτ,η(Σ) are
approximately bisimilar:

Theorem 3.1. [8] Consider a switched system Σ, time
and state space sampling parameters τ, η > 0 and a desired
precision ε > 0. If there exists a common δ-GUAS Lyapunov
function V for Σ such that equation (3) holds and

η ≤ min
˘
γ−1 `(1− e−κτ )α(ε)

´
, α−1 (α(ε))

¯
(4)

then, Tτ (Σ) ∼ε Tτ,η(Σ).

Particularly, it should be noted that given a time sampling
parameter τ > 0 and a desired precision ε > 0, it is always
possible to choose η > 0 such that equation (4) holds. This
essentially means that approximately bisimilar discrete ab-
stractions of arbitrary precision can be computed for Tτ (Σ).
However, the smaller τ or ε, the smaller η must be to sat-
isfy equation (4). In practice, for a small time sampling
parameter τ , the ratio ε/η can be very large and discrete
abstractions with an acceptable precision may have a very
large number of states (see e.g. [8]).

Unfortunately, there are a number of applications where
the switching has to be fast; though this fast switching is
generally necessary only on a restricted part of the state
space. For instance, in sliding mode control (see e.g. [14]),
the switching is fast only in the neighborhood of a sliding
surface. In order to enable fast switching while dealing with
abstractions with a reasonable number of states, one may
consider discrete abstractions enabling transitions of differ-
ent durations. For transitions of long duration, it is sufficient
to consider abstract states on a coarse lattice to meet the
desired precision ε. As we consider transitions of shorter
durations, it becomes necessary to use finer lattices for the
abstract state-space. These finer lattices are effectively used
only on a restricted area of the state space, where the fast
switching occurs. This makes it possible to keep the number
of states in the abstraction at a reasonable level. This re-
sults naturally in a notion of multiscale discrete abstraction
presented next.



q

q′′

x(τ/2, q, p)

x(τ, q, p)

q′

Figure 1: Principle for the computation of the dis-
crete abstraction: q′ = Succ2(q, (p, τ/2)) where q′ =
arg minr∈Q1

2
(‖x(τ/2, q, p) − r‖) and q′′ = Succ2(q, (p, τ))

where q′′ = arg minr∈Q0
2
(‖x(τ, q, p)− r‖).

We work with a sub-transition system of T (Σ) obtained by
selecting the transitions of T (Σ) that describe trajectories of
duration that are dyadic fractions of a time sampling param-
eter τ > 0. The duration of the trajectories are elements of
the finite set ΘN

τ = {2−sτ | s = 0, . . . , N} for some scale pa-
rameter N ∈ N. Intuitively, one can think that the switched
system Σ has to be controlled by a controller with time pe-
riod 2−Nτ . The controller chooses to apply a selected mode
for a given duration in the set ΘN

τ : the controller may not
need to take a decision at each period 2−Nτ . This enables
the design of self-triggered controllers [17, 18, 2], where the
controller not only chooses the control action but also the
next instant where it should be executed.

Given a switched system Σ = (Rn, P,P, F ), a time sam-
pling parameter τ > 0, and a scale parameter N ∈ N, we de-
fine the transition system TNτ (Σ) = (Q1, L,

1
- , O,H1, I1)

where the set of states is Q1 = Rn; the set of labels is
L = P ×ΘN

τ ; the transition relation is given by

x
p,2−sτ

1
- x′ iff x(2−sτ, x, p) = x′;

the set of outputs is O = Rn; the observation map H1 is the
identity map over Rn; the set of initial states is I1 = Rn.

The computation of a discrete abstraction of TNτ (Σ) can
be done by the following approach. We approximate the set
of states Q1 = Rn by a sequence of embedded lattices: for
s = 0, . . . , N , let Qs2 = [Rn]2−sη, i.e.

Qs2 =


q ∈ Rn

˛̨̨̨
q[i] = ki

2−s+1η√
n

, ki ∈ Z, i = 1, ..., n

ff
.

where η > 0 is a state space discretization parameter. Let
us remark that we have the inclusions Q0

2 ⊆ Q1
2 ⊆ · · · ⊆ QN2 .

By simple geometrical considerations, we can check that for
all x ∈ Rn, for all s = 0, . . . , N , there exists q ∈ Qs2 such
that ‖x− q‖ ≤ 2−sη.

We now define the abstraction of TNτ (Σ) as the transition
system TNτ,η(Σ) = (Q2, L,

2
- , O,H2, I2), where the set

of states is Q2 = QN2 ; the set of actions remains the same
L = P ×ΘN

τ ; the transition relation is given by

q
p,2−sτ

2
- q′ iff q′ = arg min

r∈Qs2
(‖x(2−sτ, q, p)− r‖).

If the minimizer r ∈ Qs2 is not unique, then one can choose
arbitrarily one of them. By definition of the set Qs2 =

[Rn]2−sη, if q
p,2−sτ

2
- q′ then we have ‖x(2−sτ, q, p)− q′‖ ≤

2−sη. The approximation principle is illustrated in Figure 1.
The set of outputs remains the same O = Rn; the observa-
tion map H2 is the natural inclusion map from QN2 to Rn,
i.e. H2(q) = q; the set of initial states is I2 = Q0

2.
It is important to note that all the transitions of duration

2−sτ end in states belonging to Qs2. This means that the
states on the finer lattices are only accessible by transitions
of shorter duration. Note that the transition system TNτ,η(Σ)
is discrete since its sets of states and actions are respectively
countable and finite. Also, if we only consider transitions of
duration τ , the dynamics of TNτ,η(Σ) coincides with that of
the transition Tτ,η(Σ) defined in [8]. Both transition systems
TNτ (Σ) and TNτ,η(Σ) are non-blocking and deterministic.

Theorem 3.2. Consider a switched system Σ, time and
state space sampling parameters τ, η > 0, scale parameter
N ∈ N, and a desired precision ε > 0. Let us assume that
there exists a common δ-GUAS Lyapunov function V for Σ
such that equation (3) holds. If

η ≤ min
n

min
s=0...N

h
2sγ−1

“
(1− e−κ2−sτ )α(ε)

”i
, α−1 (α(ε))

o
(5)

then R = {(x, q) ∈ Q1 ×Q2 | V (x, q) ≤ α(ε)} is an ε-approxi-
mate bisimulation relation between TNτ (Σ) and TNτ,η(Σ). More-

over, TNτ (Σ) ∼ε TNτ,η(Σ).

Proof. We start by showing that the relation R is an
ε-approximate bisimulation relation. Let (x, q) ∈ R, then
V (x, q) ≤ α(ε) and we have from equation (1) that

‖x− q‖ ≤ α−1 (V (x, q)) ≤ ε.

Thus, the first condition of Definition 2.4 holds.

Let x
p,2−sτ

1
- x′, then x′ = x(2−sτ, x, p). Let

q′ = arg min
r∈Qs2

(‖x(2−sτ, q, p)− r‖),

then q
p,2−sτ

2
- q′ and ‖x(2−sτ, q, p) − q′‖ ≤ 2−sη. Let us

check that (x′, q′) ∈ R. From equation (3),

|V (x′, q′)− V (x′,x(2−sτ, q, p))| ≤ γ(‖q′ − x(2−sτ, q, p))‖)
≤ γ(2−sη).

It follows that

V (x′, q′) ≤ V (x′,x(2−sτ, q, p)) + γ(2−sη)

≤ V (x(2−sτ, x, p),x(2−sτ, q, p)) + γ(2−sη)

≤ e−κ2−sτV (x, q) + γ(2−sη)

because V is a δ-GUAS Lyapunov function for Σ. Then,

V (x′, q′) ≤ e−κ2−sτα(ε) + γ(2−sη) ≤ α(ε)

because of equation (5) and γ is a K∞ function, Hence,
(x′, q′) ∈ R. In a similar way, we can prove that, for all

q
p,2−sτ

2
- q′, there is x

p,2−sτ

1
- x′ such that (x′, q′) ∈ R.

Hence R is an ε-approximate bisimulation relation between
TNτ (Σ) and TNτ,η(Σ).

By definition of I2 = Q2,0 = [Rn]η, for all x ∈ I1 = Rn,
there exists q ∈ I2 such that ‖x− q‖ ≤ η. Then,

V (x, q) ≤ α(‖x− q‖) ≤ α(η) ≤ α(ε)



because of equation (5) and α is a K∞ function. Hence,
(x, q) ∈ R. Conversely, for all q ∈ I2, x = q ∈ Rn = I1, then
V (x, q) = 0 and (x, q) ∈ R. Therefore, TNτ (Σ) and TNτ,η(Σ)
are approximately bisimilar with precision ε.

It is interesting to note that given a time sampling pa-
rameter τ > 0 and a scale parameter N ∈ N, for all desired
precisions ε > 0, there exists η > 0 such that equation (4)
holds. This essentially means that approximately bisimilar
multiscale abstractions of arbitrary precision can be com-
puted for TNτ (Σ).

4. CONTROLLER SYNTHESIS USING
MULTISCALE ABSTRACTIONS

We illustrate the use of multiscale abstractions for syn-
thesizing sub-optimal reachability controllers. This problem
was considered in [9, 6] based on the use of uniform dis-
crete abstractions. We extend the synthesis algorithm to
multiscale abstractions that are computed on-the-fly, so as
to provide a scalable trade-off between precision and cost,
while guaranteeing a lower bound on the performance of the
closed-loop system.

4.1 Problem formulation
Let us consider a system T = (Q,L, - , O,H, I). For

simplicity, we assume that T is deterministic. This is sat-
isfied by the transition systems TNτ (Σ) and TNτ,η(Σ) defined
in the previous section. In the following, we consider deter-
ministic static state-feedback controllers. However, we just
use the term controller for brevity.

Definition 4.1. A controller for T is a map S : Q →
L ∪ {ø} where ø is the dummy symbol. It is well-defined
if for all q ∈ Q, S(q) ∈ Enab(q) ∪ {ø}. The dynamics of
the controlled system is described by the transition system
TS = (Q,L,

S
. ,O,H, I) where the transition relation is

given by

q
l

S
. q′ ⇐⇒

h
(l = S(q)) ∧ (q

l- q′)
i
.

S(q) = ø essentially means that the controller is not de-
fined at q. q is a blocking state of TS if and only if S(q) = ø.
Since we assumed that T is deterministic, the system TS
is deterministic as well. Moreover, since S enables at most
one action at each state, it follows that for any non-blocking
state q ∈ Q there exists a unique transition starting from

q. We assume that for all transitions q
l- q′, the time

needed by T for moving from state q to state q′ is given by
δ(l) where δ : L→ R+. Then, for all trajectories of T ,

σ = q0
l0- q1

l1- . . .
lN−1- qN

we define its duration as ∆(σ) = δ(l0)+δ(l1)+ · · ·+δ(lN−1).
For instance, for the transition systems TNτ (Σ) and TNτ,η(Σ),
we have that L = P × Θτ,N and for all l = (p, 2−sτ) ∈ L,
δ(l) = 2−sτ . The time-optimal reachability problem consists
in steering the state of a system to a desired target and
keeping the system safe along the way while minimizing the
duration of the trajectory.

Definition 4.2. Let T be a transition system and S a
controller. Let OS ⊆ O and OT ⊆ OS be sets of outputs as-
sociated with safe states and target states, respectively. The

entry time of TS from q0 ∈ Q for specification (OS , OT ) is
the smallest θ ∈ R+ such that there exists a trajectory of TS

starting from q0, σ = q0
l0

S
. . . .

lN−1

S
. qN with ∆(σ) = θ,

and such that:

∀i ∈ {0, . . . , N}, H(qi) ∈ OS and H(qN ) ∈ OT .

The entry time is denoted by J(TS , OS , OT , q0). If such a θ
does not exist, then we define J(TS , OS , OT , q0) = +∞.

We now define the notion of time-optimal controller:

Definition 4.3. We say that a controller S∗ for T is
time-optimal for specification (OS , OT ) if for all controllers
S the following holds:

∀q ∈ I, J(TS∗ , OS , OT , q) ≤ J(TS , OS , OT , q).

4.2 Hierarchical synthesis using abstractions
Let us assume that we want to compute a controller for

the switched system TNτ (Σ) for a reachability specification
(OS , OT ). An approach to compute a sub-optimal controller
using an approximately bisimilar abstraction was proposed
in [6]. It consists in computing a controller for the discrete
abstraction for a modified specification where the safe and
target sets are given by contractions of OS and OT .

Let O′ ⊆ O and ε ≥ 0, the ε-contraction of O′ is the
subset of O defined as follows

Cε(O
′) =

˘
o′ ∈ O′ | ∀o ∈ O, d(o, o′) ≤ ε =⇒ o ∈ O′

¯
.

We start by synthesizing a controller S̃ for the discrete ab-
straction TNτ,η(Σ) for the modified reachability specification
(Cε(OS), Cε(OT )) where parameters ε, τ , η and N are re-
lated according to Theorem 3.2. The synthesis of the con-
troller S̃ will be the main focus of the following section.

The use of ε-contractions of the safe and target sets en-
sures that the controller S̃ for the abstraction TNτ,η(Σ) can

be used to derive a controller S for TNτ (Σ) that meets the
specification (OS , OT ). Such a controller S, with guaranteed
performance, can be synthesized using the following result
that can be easily adapted from [6]:

Proposition 4.4. Let R denote the ε-approximate bisim-
ulation relation between TNτ (Σ) and TNτ,η(Σ) given by The-

orem 3.2. Let S̃ be a controller for abstraction TNτ,η(Σ) for
specification (Cε(OS), Cε(OT )). Let us define the controller
for the switched system TNτ (Σ)

S(x) = S̃
„

arg min
q∈R(x)

J(TNτ,η,S̃(Σ), Cε(OS), Cε(OT ), q)

«
where q ∈ R(x) stands for (x, q) ∈ R. Then, for all x ∈ Rn,
the entry time of TNτ,S(Σ) for specification (OS , OT ) satisfies:

J(TNτ,S(Σ), OS , OT , x) ≤

min
q∈R(x)

J(TNτ,η,S̃(Σ), Cε(OS), Cε(OT ), q).

4.3 Discrete controller synthesis for
multiscale abstractions

In principle, computing the optimal controller for the dis-
crete abstraction TNτ,η(Σ) = (Q,L, - , O,H, I) for speci-
fication (Cε(OS), Cε(OT )) can be done using dynamic pro-
gramming (see e.g. [5]). Termination of the dynamic pro-
gramming algorithm is guaranteed provided H−1(Cε(OS))



contains a finite number of states. Though, in practice, this
number can be very large and the convergence of the al-
gorithm very slow. For this reason, it may be desirable to
compute only a sub-optimal controller S̃ but in a more rea-
sonable time. We propose to exploit the multiscale structure
of our abstraction for that purpose. The main idea is to com-
pute a sequence of sub-optimal controllers S̃k for TNτ,η(Σ)
with increasing performance. The sub-optimal controllers
are obtained by restraining the sets of enabled transitions.
Having less potential transitions to explore results in faster
controller synthesis. Essentially, our approach (see Figure 2,
detailed in Algorithm 1), can be summarized as follows.

Let k = 0, initially, we only enable the transitions of longer
duration τ between states on the coarsest lattice. More pre-
cisely, let us define the initial map of enabled transitions
Enab0 such that for all q ∈ Q,

Enab0(q) =


P × {τ} if q ∈ [Rn]η
∅ otherwise .

Then, we repeat the following procedure:

1. Controller synthesis: We compute the optimal con-
troller S̃k for transition system TNτ,η(Σ) and specifica-
tion (Cε(OS), Cε(OT )) with the additional constraint

that for all q ∈ Q, S̃k(q) ∈ Enabk(q) ∪ {ø}.

2. Refinement area identification: We analyze the
controller S̃k to identify a region of the state-space
OBk where the performance of the controller should be
improved by enabling transitions of shorter duration.

3. Abstraction refinement: We define a new map of
enabled transitions Enabk+1 by extending Enabk with
transitions of duration 2−(k+1)τ within the identified
region. We stop when k = N or the performance of the
controller S̃k stops improving beyond some threshold.

Algorithm 1 comp controller ms. Iterative computation of con-

troller S̃ for multiscale abstraction TNτ,η(Σ).

inputs abstraction TNτ,η(Σ), specification (Cε(OS), Cε(OT )), initial
map of enabled transitions Enab0, initial refinement area detection
parameters µ,ζ
output Controller S̃

1: (µ0, ζ0) := (µ, ζ)

2: S̃0 := comp controller(TNτ,η(Σ), Cε(OS), Cε(OT ),Enab0)

3: k := 0
4: while ¬stop criterion do
5: OBk := detect area(S̃k, µk, ζk)

6: Enabk+1 := refine area(S̃k, µk, ζk,Enabk, OBk)

7: S̃k+1 := comp controller(TNτ,η(Σ), Cε(OS), Cε(OT ),Enabk+1)

8: (µk+1, ζk+1) := update params(µk, ζk)
9: k := k + 1
10: end while
11: S̃ := S̃k
12: return S̃

In the following we will detail each of the steps of this it-
erative procedure. Let us remark that initially it is sufficient

Compute 
controller

Abstraction 
refinement

Compute 
controller

Compute base 
abstraction

Stop 
Criterion

EndStart
Yes

No Refinement 
area 

detection

Figure 2: Iterative controller synthesis overview.

to generate the abstraction only the coarsest level. The dy-
namics at the finer scales is computed only locally and on
the fly during the abstraction refinement step.

4.3.1 Controller synthesis
The optimal controller S̃k for TNτ,η(Σ) and specification

(Cε(OS), Cε(OT )) with the additional constraint that for

all q ∈ Q, S̃k(q) ∈ Enabk(q) ∪ {ø} can be computed using
the following standard dynamic programming algorithm [5]:

Algorithm 2 comp controller. Computation of controller S̃k
inputs abstraction TNτ,η(Σ), specification (Cε(OS), Cε(OT )), map of
enabled transitions Enabk
output Controller S̃k

1: QS := H−1(Cε(OS));
2: QT = H−1(Cε(OT ));
3: Qk := {q ∈ Q | Enabk(q) 6= ∅};
4: ∀q ∈ QT , J0

k(q) := 0;
5: ∀q ∈ Q \QT , J0

k(q) := +∞;
6: i := 0;
7: repeat
8: ∀q ∈ QT , J i+1

k (q) := 0;
9: ∀q ∈ Q \ (QS ∩Qk), J i+1

k (q) := +∞;
10: ∀q ∈ QS ∩Qk,

J i+1
k (q) := min

l∈Enabk(q)

“
δ(l) + J ik(Succ(q, l))

”
;

11: i := i+ 1;
12: until ∀q ∈ Q, J ik(q) = J i−1

k (q)
13: ∀q ∈ Q , J∗k (q) := J ik(q);

14: ∀q ∈ Q, if J∗k (q) = +∞, S̃k(q) := ø;
15: ∀q ∈ Q, if J∗k (q) 6= +∞,

S̃k(q) := arg min
l∈Enabk(q)

(δ(l) + J∗k (Succ(q, l))) ;

Algorithm 2 is guaranteed to terminate in a finite number
of steps if H−1(Cε(OS)) contains a finite number of states
which is the case if OS is a bounded subset of Rn. It is
simple to verify that for all q ∈ Q,

J(TNτ,η,S̃k (Σ), Cε(OS), Cε(OT ), q) = J∗k (q).

It is important to note that it is not necessary to compute the
full abstraction TNτ,η(Σ) for synthesizing the controller S̃k. It
is sufficient to compute the transitions that are enabled by
the map Enabk. This actually renders the synthesis of S̃k
quite efficient.

Remark 4.5. For k = 0, the controller S̃0 we obtain is
actually the time optimal controller for the uniform abstrac-
tion Tτ,η(Σ) presented in section 3.1.

Remark 4.6. If for all q ∈ Q, Enabk(q) ⊆ Enabk+1(q),
then it follows that for all q ∈ Q, J∗k (q) ≥ J∗k+1(q). This
provides a simple criterium to be satisfied when choosing the
map of enabled transitions Enabk+1 from Enabk to ensure
that the successive controllers we compute will have increas-
ing performance.

4.3.2 Refinement area identification
The performance of the controller S̃k is constrained by the

fact that only transitions of duration greater than 2−kτ are
enabled. Coarse-grained resolutions (i.e. small values of k)



tend to show higher discrepancies between the ideal optimal
trajectories that the controlled system TNτ,η(Σ) should follow,

and those yielded by the application of the controller S̃k.
This situation can be mitigated by enabling transitions of
shorter duration 2−(k+1)τ . However, enabling these transi-
tions at all states of TNτ,η(Σ) results in an exponential growth
in the number of transitions to be considered, making the
computation of a controller very expensive, or even impos-
sible, depending on the case. It is therefore more efficient
to determine a subset of states where enabling transitions of
duration 2−(k+1)τ will help improve the performance of the
controller.

In time-optimal control, the states where the mode of con-
secutive transitions does not change represent little oppor-
tunity for performance improvement, since they tend to bet-
ter approximate the optimal trajectories. In contrast, a good
strategy to detect parts of the state space where we can gain
some performance improvement is checking for trajectories
where the number of mode changes exceeds a threshold ζ
during a time lapse of duration µ. In order to detect those
parts of the state space, we define the function MSC (Mode
Switch Count) that obtains the number of mode changes
within a trajectory in TN

τ,η,S̃k
(Σ):

MSC(q0
l0

S̃k
. . . .

lK−1

S̃k
. qK) = |{i | li 6= li+1}|

Moreover, we define function Sw(S̃k, µ, ζ), which com-
putes all the states that are included in a trajectory of
TN
τ,η,S̃k

(Σ) of duration µ and that contains more than ζ mode

changes. Both µ and ζ are user-defined parameters. In par-
ticular, the length of the trajectories of TN

τ,η,S̃k
(Σ) that are

analyzed is the maximum K ∈ N, such that δ(l0) + δ(l1) +
· · ·+ δ(lK−1) 6 µ.

Sw(S̃k, µ, ζ) = { q ∈ {q0 . . . qK}|∃σ = q0
l0

S̃k
. . . .

lK−1

S̃k
. qK :

∆(σ) 6 µ ∧MSC(σ) > ζ}

Using this measure, Algorithm 3 determines the region of
the state-space that needs to be refined for the computation
of S̃k+1. Specifically, it determines the range of each of the
variables in Rn for the refinement area (i.e., the bounding

hyperrectangle of states in Sw(S̃k, µ, ζ)), returning them as
a list of couples with the minimum and maximum values for
each variable.

Algorithm 3 detect area. Controller refinement area detection.

inputs controller S̃k, refinement area detection parameters µ,ζ
output refinement area OBk

1: Q′ := Sw(S̃k, µ, ζ)
2: for all i ∈ {1, . . . , n} do
3: OBk[i] := (minq∈Q′(q[i]),maxq∈Q′(q[i]))
4: end for
5: return OBk

4.3.3 Abstraction refinement
Once the refinement area of the state-space has been de-

tected, we proceed to extend the map of enabled transitions
Enabk with transitions of duration 2−(k+1)τ . Let us note
as OBk the set of outputs associated to the refinement area

detected by Algorithm 3 for the controller S̃k. Algorithm
4 computes the map Enabk+1 by: (i) computing the set of
states Q′ included in trajectories of TN

τ,η,S̃k
(Σ) of duration

6 µ and with ζ or more mode switches, (ii) enabling tran-

sitions of duration 2−(k+1)τ for those states. The algorithm
keeps on enabling transitions of the same duration for all
the subsequently computed successor states within the re-
finement area OBk.

Algorithm 4 refine area. Abstraction area refinement.

inputs controller S̃k, map of enabled transitions Enabk, refinement
area detection parameters µ,ζ, detected refinement area OBk
output extended map of enabled transitions Enabk+1

1: Enabk+1 := Enabk
2: Q′ := Sw(S̃k, µ, ζ)
3: V := ∅
4: while ∃q ∈ Q′ do
5: Q′ := Q′\{q}
6: V := V ∪ {q}
7: for all l ∈ (P × {2−(k+1)τ}) do
8: QSucc := Succ(q, l) ∩H−1(OBk)
9: if QSucc 6= ∅ then
10: Enabk+1(q) := Enabk+1(q) ∪ {l}
11: Q′ := Q′ ∪ (QSucc\V )
12: end if
13: end for
14: end while
15: return Enabk+1

Algorithm 4 is guaranteed to terminate in a finite number
of steps, since the number of successor states to refine is fi-
nite (bounded by refinement area OBk), and the algorithm
processes each state only once, keeping track of already tra-
versed states. In the worst case, the algorithm traverses once
all the states in H−1(OBk).

As an alternative to Algorithm 4, we may directly com-
pute Enabk+1 by refining the full set of states in H−1(OBk):

∀(q ∈ [Rn]2−kη ∩H−1(OBk), l ∈ P × {2−(k+1)τ})

Enabk+1(q) =


Enabk(q) ∪ {l} if Succ(q, l) ∩H−1(OBk) 6= ∅
Enabk(q) otherwise .

This alternative (referred to as full-area refinement in the
following), is aimed at optimizing the performance of the
resulting controller, although at the cost of a partial reduc-
tion of the efficiency in the overall controller synthesis pro-
cess (we provide experimental results for both alternatives
in Section 5).

5. EXPERIMENTAL RESULTS
We show an application of our multiscale synthesis ap-

proach for a concrete switched system: the boost DC-DC
converter (see Figure 3). The boost converter has two oper-
ation modes depending on the position of the switch. The
state of the system is x(t) = [il(t) vc(t)]

T where il(t) is the
inductor current and vc(t) the capacitor voltage. The dy-
namics associated with both modes are affine of the form
ẋ(t) = Apx(t) + b (p = 1, 2) with

A1 =

»
− rl
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h
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i
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Figure 3: Boost DC-DC converter.
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It is clear that the boost DC-DC converter is an example of
a switched system. In the following, we use the numerical
values from [4], that are, in the per unit system, xc = 70
p.u., xl = 3 p.u., rc = 0.005 p.u., rl = 0.05 p.u., r0 = 1
p.u. and vs = 1 p.u.. We consider the problem of steering
in minimal time the state of the system in a desired region
of operation while respecting some safety constraints. This
is a time-optimal control problem.

For a better numerical conditioning, we rescaled the sec-
ond variable of the system (i.e. the state of the system be-
comes x(t) = [il(t) 5vc(t)]

T ; the matrices A1, A2 and vec-
tor b are modified accordingly). It can be shown that the
switched system has a common δ-GUAS Lyapunov function
of the form V (x, y) =

p
(x− y)TM(x− y), with

M = [ 1.0224 0.0084
0.0084 1.0031 ] .

This δ-GUAS Lyapunov function has the following charac-
teristics: α(s) = s, α(s) = 1.0127s, κ = 0.014. Let us
remark that (3) holds as well with γ(s) = 1.0127s. The
specification of the time-optimal control problem is given
by the safe set OS = [0.65, 1.65]× [4.95, 5.95] and the target
OT = [1.1, 1.6]× [5.4, 5.9].

In the following, we use approximately bisimilar abstrac-
tions to synthesize sub-optimal switching controllers. We
set the desired precision of abstractions to 0.1. Then, the
contracted safe set and target are Cε(OS) = [0.75, 1.55] ×
[5.05, 5.85] and Cε(OT ) = [1.2, 1.5]× [5.5, 5.8]. For the sake
of comparison, we choose to work both with uniform and
multiscale abstractions.

The uniform abstractions Tτi,ηi(Σ) are computed accord-
ing to [8] for time sampling parameters τ0 = 1, τ1 = 0.5 and
τ2 = 0.25. The state-space sampling parameters are cho-
sen according to Theorem 3.1, that is η0 = 9.7 × 10−4

√
2,

η1 = 4.85× 10−4
√

2 and η2 = 2.425× 10−4
√

2 respectively.
We also use multiscale abstractions TNτ,η for parameters

τ = 1, η = 9.7× 10−4
√

2 and N ∈ {1, 2}. This corresponds
to transitions of possible duration Θ1

τ = {1, 0.5} and Θ2
τ =

{1, 0.5, 0.25}. Hence, the controllers synthesized using T 1
τ,η

and T 2
τ,η are to be compared with those of Tτ1,η1 and Tτ2,η2

respectively. For the detection of refinement regions in the
multiscale controllers, we set as initial parameters µ0 = 8
and ζ0 = 4. For each subsequent refinement step, we set
µk+1 = µk/2, whereas we kept ζ constant. This essentially
means that at scale k we refine the trajectories that have at
least 4 switches in less that 8× 2−k time units.

The initial controller S̃0 for multiscale abstractions T 1
τ,η

and T 2
τ,η computed in Algorithm 1 is shown in Figure 4. This

corresponds to the time-optimal controller for Tτ0,η0(Σ). In
particular, we can observe that the path from an arbitrar-
ily chosen state to Cε(OT ) (black rectangle) switches many

times in a zigzagging pattern within the region enclosed in
the green rectangle, which is the region of the state-space
detected by the application of Algorithm 3 for a subsequent
refinement (OB0 = [1.12, 1.54]× [5.04, 5.78]). This is clearly
a region where faster switching would reduce the time to
reach the target state. Figure 5 depicts the optimal con-
trollers for Tτ1,η1 and Tτ2,η2 and the sub-optimal controllers
computed by Algorithm 1 for T 1

τ,η and T 2
τ,η, using point-wise

(Algorithm 4) or full area refinement.

Figure 4: Initial controller S̃0 for multiscale abstrac-
tions T 1

τ,η and T 2
τ,η (dark gray: mode 1, light gray:

mode 2). The area inside the green box is the re-
gion detected for subsequent refinement.

Table 1 details the experimental results obtained for the
synthesis of the aforementioned set of controllers. In particu-
lar, we summarize the results of multiscale controllers for one
and two refinement steps, both using point-wise refinement
(Algorithm 4), as well as full-area refinement. Moreover, we
compare them with the controllers obtained from uniform
abstractions with time and state sampling parameters simi-
lar to those present at the highest level of refinement in their
multiscale counterparts.

Looking at the results, it is worth emphasizing that in gen-
eral, there is a remarkable reduction in the overall time used
to compute the controller using multiscale abstractions with
respect to the use of uniform ones (up to a 79% improve-
ment for two refinement steps using Algorithm 4). However,
this reduction in computation time is obtained in all cases
during the second iteration of the process (in the range of
70-80% versus negligible variations for the first iteration).
This is due to the fact that the size of uniform abstractions
grows exponentially with higher resolutions, whereas the re-
finement process that we use with multiscale abstractions
bounds this growth by progressively reducing the region of
the state-space to refine. In particular, we may observe in
Figure 5 (center and right) how the refinement region is re-
duced in the second iteration (bottom), compared to the
original refinement area in the first iteration (top).

Regarding controller performance, in order to minimize
the bias in our measures of worst and average entry times,
we have only considered the states at the coarsest level of
resolution in the multiscale controllers, as well as the subsets
of these same states on their uniform counterparts in order
to compute our measures. In this respect, despite the afore-
described reduction in computation time, the general levels
of performance of the multiscale controllers show only small



Figure 5: Left: optimal controllers for uniform abstractions Tτ1,η1(Σ) (top) and Tτ2,η2(Σ) (bottom). Center:
sub-optimal controllers for multiscale abstractions T 1

τ,η(Σ) (top) and T 2
τ,η(Σ) (bottom) computed using point-

wise refinement (Algorithm 4). Right: sub-optimal controllers for multiscale abstractions T 1
τ,η(Σ) (top) and

T 2
τ,η(Σ) (bottom) computed using full-area refinement.

Uniform Abstractions - Tτ,η(Σ) Multiscale Abstractions - TNτ,η(Σ)

(point-wise / full-area refinement)

τ = 1s τ = 0.5s τ = 0.25s N = 1, τ = 1s N = 2, τ = 1s

η = 13.7× 10−4 η = 6.85× 10−4 η = 3.42× 10−4 η = 13.7× 10−4 η = 13.7× 10−4

Computation Time (s) 60.99 436.01 4167.23 425.75/437.37 846.31/1138.2
Average Entry Time (s) 16.52 10.58 9.21 10.73/10.71 9.69/9.43
Worst Entry Time (s) 54 34.5 29.25 40/35.5 38/31.5
Abstraction Size (# States) 170569 680625 2719201 486606/520668 1250205/1511404

Worst Entry Time Imp. (%) - 36.11 45.83 25.92/34.25 29.62/41.66
Average Entry Time Imp. (%) - 35.95 44.24 35.04/35.16 41.34/42.91

Rel. Computation Time Imp. (%) - - - 2.35/-0.31 79.69/72.68
Rel. Worst Entry Time Imp. (%) - - - -10.18/-1.85 -16.2/-4.16
Rel. Average Entry Time Imp. (%) - - - -0.9/-0.78 -2.9/-1.33
Rel. Abstraction Size Imp. (%) - - - 28.6/23.6 54.1/44.5

Table 1: Experimental results comparing controller synthesis for time-optimal control of the Boost DC-DC
Converter using both uniform and multiscale abstractions.

variations with respect to the uniform controllers with sim-
ilar resolutions. In the particular case of Algorithm 4, the
average entry time shows a slight degradation (-0.9%) with
respect to the equivalent uniform controller (τ = 0.5) for 1
iteration. For 2 iterations, the performance further degrades
up to -2.9%. However, this does not constitute a remarkable
performance loss, especially if we consider that the reduction
in the time used to compute the controller is more than 79%
in this case. For full-area refinement, the performance of the
controller slightly improves, with a degradation on average
entry time of up to -1.33% in the controller obtained after 2
iterations of the process, with a computation time reduction
still above 70%.

In the case of worst entry time, there is a stronger perfor-

mance reduction on the multiscale controllers, which yield
worst entry times between 1.85% and 16.2% longer. In any
case, it is worth considering that the set of controllable re-
gions of the state-space in the controllers obtained from mul-
tiscale abstractions does not exactly match with those in the
uniform versions, which are slightly more extensive. In par-
ticular, we have observed that the highest entry times in the
uniform controllers always correspond to the additional set
of controllable states in regions of the state-space not cov-
ered by the multiscale controllers. However, these additional
states are not considered in our measures to provide an even
comparison with the multiscale controllers. Hence, this mea-
sure provides a less representative indicator of the real con-
troller’s performance compared to average entry time.



Figure 6: Trajectories of the switched system driven
by controllers derived using Proposition 4.4: (top)
based on controller of uniform abstraction Tτ1,η1
(solid line) and multiscale abstraction T 1

τ,η (dashed
line); (bottom) based on controller of uniform ab-
straction Tτ2,η2 (solid line) and multiscale abstrac-
tion T 2

τ,η (dashed line).

In relation with the size of abstractions required to com-
pute multiscale controllers, we can observe that there is a
reduction with respect to uniform abstractions in the range
23-29% and 44-54% for 1 and 2 iterations, respectively.

Finally, Figure 6 shows trajectories of the actual switched
system driven by controllers derived using Proposition 4.4
based on controllers of uniform abstractions Tτ1,η1 , Tτ2,η2
and multiscale abstractions T 1

τ,η, T 2
τ,η. First, we can observe

that the specification is met: all trajectories reach the target
without leaving the safe set. Regarding the performance of
the controllers, the ones synthesized using uniform abstrac-
tions are more efficient than those synthesized using mul-
tiscale abstractions. This was expected, although it should
be noticed that their performance levels are still comparable
and tend to become closer in finer scales (18.5 vs 19.5 at the
first scale, 17.75 vs 18.25 at the second).

6. CONCLUSION
In this paper, we have proposed the use of multiscale,

approximately bisimilar discrete abstractions for the com-
putation of controllers, applying them to the specific case
of time-optimal control problems. In particular, our exper-
imental results have shown that we can achieve a remark-
able reduction in the computation time of such controllers

in comparison with the use of uniform abstractions, while
preserving similar levels of performance. Future work will
deal with the application of multiscale abstractions to other
kinds of control problems.
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