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Abstract We study equilibrium and oscillatory solutions of a general mass structured
system with a boundary delay. Such delays may be derived from systems with a sep-
arate egg class. Analytical calculations reveal existence criteria for non-trivial steady
states. We further explore parameter space using numerical methods. The analysis
is applied to a typical mass structured slug population model revealing oscillations,
pulse solutions and irregular dynamics. However, robustly defined isolated cohorts,
of the form sometimes suggested by experimental data, do not naturally emerge.
Nonetheless, disordered, leapfrogging local maxima do result and may be enhanced
by selective predation.
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1 Introduction

Motivated by an application in modelling gastropod populations and associated bi-
ological control issues (Rae et al. 2007), we shall investigate a general continuous
mass structured system with a simple boundary delay that can represent a distinct
egg class, or a similar dynamically isolated life-stage. This analysis is part of a larger
study to explore mechanisms that generate distinct structured population classes with
regard to the mass of individuals, which we shall call cohorts. Whilst we preserve
the generality of the equations in the stability analysis, for numerical specificity we
consider an example slug population system (Bees et al. 2006), where the masses of
individuals range over two orders of magnitude.

Experimental data on slug populations suggest that

1. distinct cohorts have been observed (groups of individuals with similar mass or
age; but the degree of overlap between cohorts is unclear),

2. leapfrogging generations naturally arise (Hunter and Symmonds 1971; such that a
cohort of mature adults gives rise to a batch of eggs, neither of which are directly
related to an intermediate cohort of juveniles nor an immediately older cohort),
and

3. irregular (and perhaps chaotic) total biomass dynamics are recorded for the gener-
ally dominant species Deroceras reticulatum (e.g. South 1989, 1992, hypothesised
to be associated with its competitive edge, Schley and Bees 2003).

In contrast, numerical analyses of mass structured slug dynamics have previously
only yielded stable equilibrium states. Thus it is natural to ask whether oscillatory
solutions exist and, if so, whether they posses a form accordant with experimental ev-
idence. If time dependent solutions do not occur robustly from the standard dynamics
then alternative mechanisms must be sought for oscillatory solutions. Suitable can-
didates are (A) more complex dynamics, such as explicit predator-prey interactions,
(B) spatial structure, and (C) external (e.g. seasonal) forcing of the system that may
amplify pulse-like transients (see discussion).

Here, we shall investigate an autonomous system (i.e. one not driven by seasonal
forcing). In particular, we shall analytically determine exact conditions for the exis-
tence of a steady state, and shall explore bifurcation curves in parameter space nu-
merically for the case of an implicit selective predator, revealing the existence of a
Hopf bifurcation.

Structured population models combine knowledge of individuals within the popu-
lation (its basic unit) with notions of higher organisational levels. Their purpose is to
describe the dependence of the dynamics of the whole population on the physiologi-
cal state of the individuals, and vice versa, and are usually conceived as a frequency
distribution of individuals which evolves over time. This aspect can be modelled by
“structuring” the population with continuous, internal variables which represent a
particular physiological feature. At the beginning of the last century, the most com-
mon variable used to model structured populations was age (see Abia et al. 2004
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for a detailed description of such models and numerical methods employed to solve
them). However, this variable has limited practical value due to the fact that age is
very difficult to measure directly in a large number of species. As an alternative, other
measurable physiological characteristics (such as length, mass, stage of maturity, en-
ergy reserves, amount of foliage, etc.; which can be grouped under the umbrella term
“size”) have been used to model the dynamics. Such studies led to the formulation of
size-structured population models. We refer to Metz and Diekmann (1986) for a gen-
eral exposition of the dynamics of size-structured populations and their theoretical
framework.

Size-structured population models always involve at least one first-order hyper-
bolic partial differential equation for the distribution of the population over its “size”-
domain, a nonlocal boundary condition which reflects the reproduction process, and
an initial size-distribution for the population. The first theoretical results for size
structured models were obtained by Ito et al. (1991) and demonstrated the exis-
tence and uniqueness of solutions for a linear model. The influence of total pop-
ulation size and temporal evolution was addressed in the work of Murphy (1983),
where it was assumed that age, a, and size, x, were related and that, in a first stage,
growth, g, depended only on size; Murphy wrote x′(a) = g(x(a)), known as “Mur-
phy’s trick,” which permitted derivation of a size-structured model analogous to that
of McKendrick–von Foerster. Murphy then introduced the idea that the vital functions
depend explicitly on the total population, by means of the same technique. Before pre-
senting the general system with an egg class in Sect. 2, we introduce a general model
in which the vital functions depend explicitly both on time and a weighted average of
the population (Angulo and López-Marcos 2004). Thus

ut + (
g
(
x, Ig(t), t

)
u
)
x

= −μ
(
x, Iμ(t), t

)
u, 0 < x < 1, t > 0, (1)

where u(t, x) is the population density, and is a function both of time, t , and mass, x

(normalised with respect to a maximum permitted size), and μ is the death rate. The
nonlocal boundary condition (typically representing births) is given by

g
(
0, Ig(t), t

)
u(0, t) =

∫ t

0
α
(
x, Ig(t), t

)
u(x, t)dx, t > 0, (2)

for some kernel α, and the initial condition can be written

u(x,0) = u0(x), 0 ≤ x ≤ 1. (3)

Here, the functions Iμ(t), Iα(t) and Ig(t) are defined as

Iξ (t) =
∫ 1

0
γξ (x)u(x, t)dx, t ≥ 0, (4)

where ξ = μ,α and g. The scarce theoretical results related to nonlinear size-
structured models are quite recent (for example, Tucker and Zimmerman 1988 and
Calsina and Saldaña 1995). We refer to Abia et al. (2005) and the references therein
for a wider review.

The increase of biological realism in these models is achieved at the expense of
a significant loss of mathematical tractability; without simplifying assumptions, an-
alytical solutions for models of this variety are difficult to obtain. Moreover, when
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such models include additional nonlinearities and where the distinct physiological
rates have environmental dependence, efficient numerical methods are the obvious
and most suitable mathematical tools for studying the problem and, indeed, are often
the only tools available. Nevertheless, the numerical approach to these equations has
notable challenges that must be overcome owing to the nonlinear and nonlocal nature
of the PDEs and boundary conditions. During the last two decades several numerical
schemes have been proposed for solving age- and size-structured models. Here, we
will give a brief outline of the most significant numerical methods documented in the
literature for size dependent population models. We refer to Abia et al. (2004, 2005)
and the references therein for a wider review, de Roos (1997) introduced the first
numerical scheme in order to solve a similar model to (1–4), called the escalator
boxcar train. Later, Ito et al. (1991) and Angulo and López-Marcos (1999) proposed
numerical schemes (within a broad class of arbitrarily high order) for the linear prob-
lem based upon integration along the characteristic curves, employing the “natural
grid.” For a nonlinear model, where growth rate depends only on size, Angulo and
López-Marcos (2000) introduced a second order method again utilising the natural
grid along the characteristic curves to discretise an analytical representation of the
solution. Kostova and Chipev (1991) developed a complete analysis for an explicit
third order characteristics method, with the novelty that the total population func-
tional P(t) is approximated by discretising an ordinary differential equation that is
satisfied by such a functional. Angulo and López-Marcos (2002) developed a full
convergence analysis for a second order finite difference numerical method based
on the box scheme for the solution of a nonlinear model where the growth rate de-
pends also on time, in which they consider first the case of non-autonomous size-
structured population models. Ackleh and Ito (1997) made the first attempt to solve
the fully nonlinear model (1–4) (where Iα = Iμ = Ig = 1) by introducing an implicit
finite difference method. Recently, Angulo and López-Marcos (2004) developed a
full convergence analysis for second order numerical methods based on integration
along characteristic curves with a moving mesh.

Numerical methods have been successfully applied to structured models to repli-
cate available field and/or laboratory data, for a variety of different systems (e.g. de-
mography, Angulo et al. 2010b, evolution of a forest, Zavala et al. 2007, cancer, Abia
et al. 2010a, and different microorganisms, Abia et al. 2010b; Angulo et al. 2010a,
2011a, 2011b). For example, the effectiveness of the numerical scheme was demon-
strated in Abia et al. (2009), Angulo et al. (2011c) for models of cell populations and
Adimy et al. (2008) for a model of hematopoiesis. Solutions indicate that long-period
oscillations can be obtained, corresponding to a destabilisation of the system. These
oscillations can be related to observations of some periodic hematological diseases
(such as chronic myelogenous leukemia).

For definiteness, we choose to study a recently proposed mass structured model
for slug populations (Bees et al. 2006) with the aim of exploring solution behaviour
in more detail using both analytical and numerical techniques. First, we must provide
some background information.

Slugs cause much damage in agriculture and horticulture. Their economic impact
is significant. The most popular means of control in an agricultural setting is the
use of methiocarb or metaldehyde pellets. Unfortunately, these are thought to have
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a deleterious effect on the environment including natural predators of slugs, such as
the main predator, carabid beetles (Purvis and Bannon 1992). Organic farmers resort
to a variety of control measures such as barriers or traps, but these are difficult to
scale up. A promising modern approach is the use of the naturally occurring para-
sitic nematode Phasmarhabditis hermaphrodita (see the review by Rae et al. 2007,
and references therein). However, there are major issues concerning cost-effective,
efficacious deployment of this relatively expensive biocontrol. Optimal strategies are
likely to combine detailed knowledge of slug dynamics as well as the behaviour and
interactions of carabid beetles and nematodes.

It is clear from field studies that the dynamics of the slug Deroceras reticula-
tum (species dominant in the UK; a pest of global economic importance, South
1992) are highly irregular in stark contrast to the regular dynamics of less abun-
dant species. Significant effort recently has been devoted to modelling populations
of slugs (Shirley et al. 2001; Schley and Bees 2002, 2003; Choi et al. 2004, 2006;
Bees et al. 2006) as well as slug biocontrol with nematodes (Wilson et al. 2004;
Schley and Bees 2006). Generally, these models implicitly also include predation
by carabid beetles. In Schley and Bees (2003, 2006) some attention was afforded to
time delays at various tropic levels (e.g. slugs take on average nine months to ma-
ture to a stage where they are able to produce eggs). However, it was recognised
that time delays were a somewhat artificial means of modelling these important as-
pects (Schley and Bees 2003, 2006). Furthermore, the mass of individual slugs varies
enormously (two orders of magnitude) and carabid beetles are known to select their
prey size carefully (Pollett and Desender 1986; Digweed 1993; Bohan et al. 2000;
Symondson et al. 2002).

Examining field data, Hunter and Symmonds (1971) report unusual “leapfrog-
ging” dynamics. They find that cohorts of slugs are interleaved; recently mature slugs
give rise to eggs, and neither mature slugs nor eggs are directly related to an interme-
diate cohort of juveniles, which in turn are the offspring of a cohort of mature slugs of
greater mass. However, the precise form of the mass distribution and whether cohorts
overlap is unclear.

In order to explore these aspects further, Bees et al. (2006) developed a detailed
mass structured model of slug dynamics with implicit predation by carabid beetles.
Independent laboratory and field data were used extensively to construct tailored
functional forms for the system. Although, simulations revealed a wealth of pulsed
transient solutions, in the region of parameter space that was explored, asymptotic
solutions were disappointingly dull. Therefore, the existence of pulse-like solutions
appeared to rely on external influences. Here, we probe the model further for Hopf
bifurcations and reveal that the dynamics allow for stable pulse solutions, which spon-
taneously arise in realistic regions of parameter space. Furthermore, in some regimes,
leapfrogging populations are unavoidable.

We describe the model equations in the next section and present analytical results
on solution existence, uniqueness and stability. In Sect. 3 we present the example
system in more detail, namely a mass structured slug population model, and present
explicit results from the analytical calculations described in the previous section and
from a computational scheme. We go on to explore how boundary delays and se-
lective predation affect the results. Finally, we conclude in Sect. 4, describing the
implications for slug dynamics and future research directions.
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2 Mass Structured System with an Egg Class

We shall start with the following age–mass structured system that explicitly includes
an egg class for individuals, i.e. at a stage before they hatch with mass xh. Hence, a
balance of growth and death implies that

s1
t (t, a) + s1

a(t, a) = −λ0s
1(t, a), (5)

and

s2
t (t, x) + (

g̃(x)s2(t, x)
)
x

= −μ̃
(
x,M(t)

)
s2(t, x), (6)

where s1(t, a) indicates the egg stage, and is a function of time, t , and age, 0 ≤
a ≤ ah, and s2(t, x) represents the adult stage and is a function of time and mass,
xh ≤ x ≤ xm. Here, xh represents the mass of recently hatched eggs of age ah, and xm

indicates the maximum allowable mass of an adult individual (which may be infinite).
The function g̃(x) is the growth rate of adults, g̃(xm) = 0, and λ0 and μ̃2(x,M(t)) are
the death rates, where M(t) is a weighted population average to be discussed below.
The initial conditions are

s1(0, a) = s1
0(a), s2(0, x) = s2

0(x), (7)

and boundary conditions are given by

s1(t,0) =
∫ xm

xh

β̃(x)s2(t, x)dx, (8)

where β̃(x) is the birth rate (egg production rate) of adults of mass x, and

g̃(xh)s
2(t, xh) =

∫ ah

0
δ(a − ah)s

1(t, a)da ≡ s1(t, ah), (9)

where δ(a) is the Dirac delta function.
Eggs generally have a negligible change in mass with time, but it is convenient to

model both eggs and hatched individuals with the same variable x. Thus we define
x ≥ xh to represent mass and x ≤ xh to represent egg maturation stage. Such a rep-
resentation also allows for seasonal effects on eggs to be included (Schley and Bees
2003; Bees et al. 2006). Thus we may combine the egg and adult stages by writing

st (t, x) + (
g(x)s(t, x)

)
x

= −μ
(
x,M(t)

)
s(t, x), (10)

where s is the population density of eggs and adults,

s(t, x) :=
{

ah

xh
s1(t,

ah

xh
x), 0 ≤ x < xh,

s2(t, x), xh ≤ x ≤ xm

and is a function both of size, x, and time, t . The initial conditions are

s(0, x) = s0(x), (11)

the boundary condition for the egg stage is given by

g(0)s(t,0) =
∫ xm

xh

β(x)s(t, x)dx, (12)
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and the flux continuity condition for the hatching transition is

g
(
x+
h

)
s
(
t, x+

h

) = g
(
x−
h

)
s
(
t, x−

h

)
. (13)

The function g(x) is the combined growth rate and β(x) the birth rate of individuals
of mass x, and are given, respectively, in general form by

g(x) =
{

xh

ah
, 0 ≤ x < xh,

g̃(x), xh ≤ x ≤ xm,
(14)

where ah is the age at which the eggs hatch, and

β(x) =
{

0, 0 ≤ x < xh,

β̃(x), xh ≤ x ≤ xm.
(15)

Finally, the death rate is given by

μ(x,M) =
{

λ0, 0 ≤ x < xh,

μ̃(x,M), xh ≤ x ≤ xm,
(16)

where

M(t) =
∫ xm

xh

m(x)s(t, x)dx, (17)

and m(x) is an appropriate kernel. For example, M(t) might be the total biomass and
then m(x) = x.

It is possible to convert such a system to one of age structure rather than of mass,
but here we preserve the mass structure as (a) the functional forms are readily in-
terpreted, (b) mass data are more readily available for the applications that we have
in mind, and (c) non-autonomous extensions to our example system require a time
dependent growth rate that cannot practicably be modelled by a system with age
structure.

We shall further develop this equation in later sections to include predation, but
for now shall adopt the above predation-free structure. The egg stage takes on a par-
ticularly simple form that allows for immediate integration to yield

s(t, x) = ah

xh

B(t, x) exp

(
−λ0ah

x

xh

)
, (18)

where B(t, x) = g(0)s(t − ah
x
xh

,0) (which can be expanded as in Eq. (12)). Thus we
obtain the delay system

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

st (t, x) + (
g(x)s(t, x)

)
x

= −μ
(
x,M(t)

)
s(t, x), xh ≤ x ≤ xm,

g(xh)s(t, xh) = e−λ0ah

∫ xm

xl

β(x)s(t − ah, x)dx,

s(t, x) is known for − ah ≤ t ≤ 0.

(19)

Here, xl , where xh < xl < xm, represents the maturation slug size; i.e. the lower
bound of the support of the birth rate.
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2.1 Existence of Non-Trivial Steady States

The trivial steady state, s ≡ 0, always satisfies the system (19). Now consider that
there exists a non-trivial solution s = u(x) that is independent of time. Then

(
g(x)u(x)

)
x

= −μ
(
x,M∗)u(x),

g(xh)u(xh) = exp(−λ0ah)

∫ xm

xl

β(x)u(x)dx,
(20)

where M∗ = ∫ xm

xh
m(x)u(x)dx. Using the notation B∗ = ∫ xm

xl
β(x)u(x)dx, then

g(x)u(x) = g(xh)u(xh) exp

(
−

∫ x

xh

μ(σ,M∗)
g(σ )

dσ

)

= B∗ exp(−λ0ah) exp

(
−

∫ x

xh

μ(σ,M∗)
g(σ )

dσ

)
, (21)

and so

u(x) = B∗ exp(−λ0ah)S
∗(x,M∗), (22)

where

S∗(x,M∗) = 1

g(x)
exp

(
−

∫ x

xh

μ(σ,M∗)
g(σ )

dσ

)
. (23)

Therefore, we find that the steady-state solution, u(x), satisfies the nonlinear expres-
sion

u(x) = exp(−λ0ah)

(∫ xm

xl

β(x)u(x)dx

)
S∗(x,M∗). (24)

Thus this condition implies that

B∗ = B∗ exp(−λ0ah)

∫ xm

xl

β(x)S∗(x,M∗)dx, (25)

which, hence, provides the transcendental equation

1 = exp(−λ0ah)

∫ xm

xl

β(x)S∗(x,M∗)dx, (26)

which can be rewritten as

1 = exp(−λ0ah)

∫ xm

xl

β(x)

g(x)
exp

(
−

∫ x

xh

μ(σ,M∗)
g(σ )

dσ

)
dx. (27)

If we define H(Φ) = exp(−λ0ah)
∫ xm

xl
β(x)S∗(x,Φ)dx, then a non trivial steady

state must satisfy H(M∗) = 1.

Theorem 1 (Existence of Non-Trivial Equilibria) Let μ(x,Φ) be an increasing func-
tion with respect to the second variable. The condition H(0) > 1 is necessary and
sufficient for a non-trivial steady state to exist, and it is unique.
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Proof We know that μ(x,Φ) is an increasing function on the variable Φ , then H(Φ)

is decreasing on Φ . Also, we know that limΦ→∞ H(Φ) = 0. Therefore, if H(0) > 1
then we have a unique non-trivial steady state. Otherwise, only the trivial steady state
appears. �

An estimate for M∗ can be established from the nonlinear Eq. (27) by applying an
iterative scheme (e.g. Newton–Raphson, bisection, etc.). Then we may compute B∗
by means of

M∗ =
∫ xm

xh

m(x)u(x)dx = B∗ exp(−λ0ah)

∫ xm

xh

m(x)S∗(x,M∗)dx,

which implies

B∗ = M∗ exp(λ0ah)∫ xm

xh
m(x)S∗(x,M∗)dx

. (28)

The solution follows from Eqs. (22) and (23).

2.2 Linearisation Around the Nontrivial Steady State

In this section, we linearise in a neighbourhood of the equilibrium point by setting
s(x, t) = u(x)+ ε(x, t), where ε(x, t) 	 1. Then, by definition, M(t) = M∗ + M̄(t),
where M̄(t) = ∫ xm

xh
m(x)ε(x, t)dx, and ε(x, t) satisfies

εt + (
g(x)ε

)
x

= −M̄(t)μM

(
x,M∗)B∗ exp(−λ0ah)S

∗(x,M∗)

− μ
(
x,M∗)ε(x, t), (29)

with boundary condition

g(xh)ε(xh, t) = exp(−λ0ah)

∫ xm

xl

β(x)ε(x, t − ah)dx, (30)

where μM refers to a derivative with respect to the second argument. The integrable
continuous solutions with separate variables of the linearised system are given by
ε(x, t) = ε(x)eγ t , where γ ∈ C (eigenvalue) is a constant. The function ε(x) satisfies

(
g(x)ε(x)

)′ = −νμM

(
x,M∗)B∗ exp(−λ0ah)S

∗(x,M∗)

− (
μ

(
x,M∗) + γ

)
ε(x), (31)

with boundary condition

g(xh)ε(xh) = exp
(−(λ0 + γ )ah

)∫ xm

xl

β(x)ε(x)dx, (32)

where M̄(t) = eγ t ν, and ν = ∫ xm

xh
m(x)ε(x)dx.

From Eq. (31) we have
(

exp

(∫ x

xh

μ(σ,M∗) + γ

g(σ )
dσ

)
g(x)ε(x)

)′

= −νμM

(
x,M∗)B∗e(−λ0ah)S∗(x,M∗) exp

(∫ x

xh

μ(σ,M∗) + γ

g(σ )
dσ

)
, (33)
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and if we set

G(x) = exp

(∫ x

xh

1

g(σ )
dσ

)
, (34)

then
(

G(x)γ
ε(x)

S∗(x,M∗)

)′
= −νμM

(
x,M∗)B∗ exp(−λ0ah)

1

g(x)
G(x)γ . (35)

Integration between xh and x yields

G(x)γ
ε(x)

S∗(x,M∗)
− ε(xh)g(xh) = −νμM

(
x,M∗)B∗ exp(−λ0ah)

∫ x

xh

G(σ)γ

g(σ )
dσ.

(36)

Setting

Fγ (x) = μM

(
x,M∗)

∫ x

xh

G(σ)γ

g(σ )
dσ = μM(x,M∗)

γ

[
G(x)γ − 1

]
, (37)

we arrive at

ε(x) = S∗(x,M∗)
G(x)γ

(
ε(xh)g(xh) − νB∗ exp(−λ0ah)Fγ (x)

)
. (38)

Here, note that whilst the values of g(xh), λ0, ah, M∗ and B∗, and the functions
S∗(x,M∗), and G(x) can be estimated, the values of γ , ε(xh) and μ have yet to be
determined (Fγ (x) can be computed once a value of γ has been obtained).

To compute ν we substitute Eq. (38) into the definition ν = ∫ xm

xh
m(x)ε(x)dx and

rearrange to give

ν = ε(xh)g(xh)
∫ xm

xh
m(x)

S∗(x,M∗)
G(x)γ

dx

1 + B∗ exp(−λ0ah)
∫ xm

xh
m(x)

S∗(x,M∗)
G(x)γ

Fγ (x)dx
. (39)

Therefore, substitution of ν back into Eq. (38) provides

ε(x) = S∗(x,M∗)
G(x)γ

ε(xh)g(xh)
(
1 − fγ Fγ (x)

)
(40)

where

fγ = B∗ exp(−λ0ah)
∫ xm

xh
m(x)

S∗(x,M∗)
G(x)γ

dx

1 + B∗ exp(−λ0ah)
∫ xm

xh
m(x)

S∗(x,M∗)
G(x)γ

Fγ (x)dx
. (41)

Finally, applying boundary condition (32) gives

g(xh)ε(xh) = e(−(λ0+γ )ah)

∫ xm

xl

β(x)
S∗(x,M∗)

G(x)γ
ε(xh)g(xh)

(
1 − fγ Fγ (x)

)
dx,

(42)

and thus the parameter γ must satisfy the characteristic equation

1 = exp
(−ah(λ0 + γ )

)∫ xm

xl

β(x)
S∗(x,M∗)

G(x)γ

(
1 − fγ Fγ (x)

)
dx. (43)
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In principle, this equation can be solved for the perturbation growth rate γ given
the existence of the steady state (and the starred quantities) and all of the parame-
ter values. In practice, the problem is terribly complex and numerical solutions are
extremely difficult to obtain. So, instead, we restrict attention to a full numerical treat-
ment of the problem. However, in Appendix A we sketch the method for the special
case of a Hopf bifurcation. In order to proceed numerically we must specify the pre-
cise form of each function. Therefore, in the next section we describe a particular
application of the theory in order to obtain explicit results.

3 Application to Slug Population Dynamics

Here, we present the nonlinear, size-structured model for slug dynamics including
an egg class (boundary delay) as well as selective predation by carabid beetles as
described by Bees et al. (2006). We refer the interested reader to Bees et al. (2006)
for an unabridged description of the model and a comprehensive account of the func-
tional forms. The parameters are determined from laboratory and field data and are
tabulated in Table 1 for convenience. The model is as stated in Eq. (19), with growth
rate, death rate and birth kernel defined, respectively, as

g(x) =
⎧
⎨

⎩

xh

ah
, 0 ≤ x < xh,

(x−xm)2

g2
, xh ≤ x ≤ xm,

Table 1 Parameter values for numerical simulations of the model as tabulated in Bees et al. (2006). Here
† indicates values obtained by fitting appropriate functional forms to data

Symbol Description (with references) Standard model Other values

ah Mean egg hatching time (Hunter and
Symmonds 1971)

70 d

xh Size of newly hatched slugs (South 1992) 10.0 mg

xl Maturation slug size (South 1982) 425 mg

xm Max slug size (South 1982) (≡ g1) † 922 mg

xp Preferred prey size (Digweed 1993) 40.0 mg 100; 450

xw Half prey distribution width 10.0 mg 30; 90

xe Slug size of peak egg production (South 1982) † 445 mg 500

ph Level of half max predation 0 mg (0.1;0.5;0.9) × pm

pm Max predation rate 0 mg d−1 ( 1
10 ;1;3) × Πmax

Πmax Max predation target maxt Π(t)

 Egg production cost 0 d−1 0.00145

K0 Environmental carrying capacity (Schley and
Bees 2003) †

2.68 × 108 mg d 2.68 × 106 or 1010

g2 Growth constant (South 1982) † 1.41 × 105 mg−1 d

β1 Max egg production rate (Carrick 1938) 1.40 eggs
slug d−1

λ0 Egg death rate (South 1992) † 1.52 × 10−2 d−1

λ1 Intrinsic slug death rate (South 1982, 1992;
Choi et al. 2004) †

1.45 × 10−3 d−1 0.0254;1.45 × 10−4
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μ(x,M,Π) =
⎧
⎨

⎩

λ0, 0 ≤ x < xh,

λ1 + λ2x
λ3 + M

K0
+ f (x)

pmΠ2

p2
h+Π2 + β(x), xh ≤ x ≤ xm,

and

β(x) =
{

0, 0 ≤ x < xl,

β1β̂(x), xl ≤ x ≤ xm,

where

β̂(x) = x − xl

xe − xl

exp

(
1 − x − xl

xe − xl

)
. (44)

Here g2 is a growth constant, λ1, λ2 and λ3 are slug death parameters, xp , pm and ph

are selective predation parameters,  is the egg production cost, xe is the slug size at
peak egg production (xl ≤ xe) and

Π(t) =
∫ xm

xh

xf (x)s(t, x)dx,

represents the “slug target” to size selective predators (carabid beetles), where

f (x) =
{

1
xw

(cos(π(x−xp)

2xw
))2, |x − xp| < xw,

0, otherwise,

is the slug size weighting function. Furthermore,

M(t) =
∫ xm

xh

xs(t, x)dx,

(so that m(x) = x) as well as the slug carrying capacity, K0, are considered to be in
units of the total slug biomass. As stated above, all of the parameters are measured
or estimated from laboratory or field data and, together with the functional forms, are
discussed in detail in Bees et al. (2006).

The death rate μ takes a form that is more general than that considered in the
previous section but, apart from the predation term (i.e. the term multiplied by pm) the
extra terms were found in Bees et al. (2006) not to play a significant role. Therefore,
for the sake of clarity (the results can be generalised in a straightforward manner) we
shall assume that λ2 =  = 0. As the egg stage has been incorporated as a boundary
delay then xh ≤ xl ≤ x ≤ xm. For the analytical studies we shall restrict attention
to pm = 0, but shall consider pm ≥ 0 for the numerical exploration. In such cases,
xp ∈ [xh + xw,xm − xw].

3.1 Non-Trivial Steady State

One of the purposes of the analytical work in this section is to support the numerical
computations by demonstrating that solutions are real and not a consequence of the
numerical method. This is practicable for the nontrivial solution existence criterion.
With this in mind we simplify the equations slightly in this section by setting pm = 0.

With the above function definitions, the equation to determine the non-trivial
steady solution is as in Eq. (27). We may solve this equation for M∗ as a function
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of the control parameter β1. The birthrate parameter β1 is a suitable choice of con-
trol parameter as (A) it significantly affects the dynamics, (B) it is dependent on
environmental conditions, and (C) it may serve as a target for pest control measures.
A solution to this equation can be obtained from a Newton–Raphson or bisection ap-
proach, or similar. Alternatively, using the parameter values as in Table 1 (except for
β1) and Eq. (27), non-trivial solutions exist if and only if M∗ > 0, which is true if
and only if

β1 >
exp(λ0ah)

∫ xm

xl

β̂(x)
g(x)

exp(− ∫ x

xh

μ(σ,0)
g(σ )

dσ)dx
, (45)

which in turn provides the criterion β1 > 0.097968 (5 s.f.). We shall return to this
value shortly.

3.2 Numerical Exploration of Parameter Space

In this section, we present a numerical scheme to simulate the full system, and
demonstrate that we have agreement with analytical calculations, lending credence
to the qualitative and quantitative validity of the numerical results. The numerical
algorithm is similar to that employed in Bees et al. (2006) and is summarised in Ap-
pendix B.

The range of β1, the maximum egg production rate per day, deserves some discus-
sion. The value chosen for simulations (Bees et al. 2006) of β1 = 1.4 eggs slugs−1 d−1

was derived from field data with a functional form based on size from laboratory data
(South 1982, 1992; Bees et al. 2006) (a smoothly attained peak after maturity fol-
lowed by a gradual decline in egg production rate per slug with age). Bees et al.
(2006) restricted attention to simulations with a fixed value of β1. However, it is clear
that there is scope for variation of this parameter, certainly within an order of mag-
nitude. We find that the qualitative dynamics are sensitive to β1 in a manner unlike
other parameters (explored in Bees et al. 2006), and thus we choose it as a bifurcation
parameter.

For sufficiently small values of β1 (over the range of realistic values for the other
parameters) the numerical method reveals that all initial conditions decay to zero.
At some critical value a bifurcation results in a non-trivial solution. For the selected
parameter values this occurs at β1 = 0.098, agreeing with the theoretical calculation
in Sect. 3.1.

In Fig. 1, plotting total biomass with time, we present four distinct solution be-
haviours for a typical, fixed, non-zero value of the predation rate pm = 0.1. In each
panel, after the initial decay of a large peak, associated with the collapse of transients
onto an attractor, a range of behaviours are observed over many days. The traits of
the solutions are illustrated better in Fig. 2 where we plot total biomass against total
population for the same parameters as in Fig. 1. In both figures, panel (a) exhibits
the decay of transients to an equilibrium solution for β1 = 1. Plotting the mass dis-
tribution yields an equilibrium solution similar to those investigated in Bees et al.
(2006).

For β1 = 2.6, panel (b) displays a solution where transients decay to a limit cycle.
For this parameter value, we plot the population density as a function of mass and
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Fig. 1 Plots of total biomass with time for fixed pm = 0.1. (a) β1 = 1, decay of transients to equilibrium,
(b) β1 = 2.6, oscillations, (c) β1 = 6, solutions slowly approach a period two oscillation, and (d) β1 = 10,
apparent chaos (Colour figure online)

time in Fig. 3 and the contours of the biomass in Fig. 4. It is clear that distinct pulse
solutions exist that give rise to the oscillations in total population and biomass in
Figs. 1 and 2. These pulse solutions have a characteristic shape with an initially rapid
increase in mass which slows as individuals mature.

There is a sudden transition between the behaviour in panels (a) and (b) of Figs. 1
and 2, a Hopf bifurcation. In Figs. 5 and 6 we plot two Hopf bifurcation diagrams ob-
tained from brute force, long-time numerical calculations, each as a function of two
control parameters: in Fig. 5, β1 and pm (the maximum predation rate) are varied; in
Fig. 6, β1 and ah (the time taken for eggs to hatch) are varied. For small values of pm

the stable pulse solutions are rather weak (i.e. considerable overlap between cohorts)
and require a large value of β1 to exist. The solutions appear to be closer to simple
oscillations about the equilibrium solution. As pm is increased to a value of approx-
imately 0.1, the oscillations gain a pulse aspect, as observed in Fig. 4, and require a
relatively small value of β1. Beyond pm = 0.1, the stable, well-defined pulse solu-
tions require a larger and larger value of β1 to exist. These solutions have diminished
amplitude due to the harsh predatory response. Fixing pm = 0.1 we find in Fig. 6
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Fig. 2 A plot of total biomass with total population for fixed pm = 0.1 and various values of β . Four
subplots with (a) β1 = 1, (b) β1 = 2.6, (c) β1 = 6, and (d) β1 = 10, illustrating equilibrium, limit cycle,
period doubling and apparent chaos, respectively (Colour figure online)

Fig. 3 Evolution of population density structure with time for pm = 0.1 and β = 2.6. Large peaks of
slugs with low mass evolve to stable pulse solutions. Time is measured in days (d) (Colour figure online)
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Fig. 4 Example of mass density structure with time for pm = 0.1 and β = 2.6. The pulsed solutions are
clearly defined, although with some overlap (see text) (Colour figure online)

Fig. 5 Bifurcation diagram (β1 and pm space): analytical (straight vertical line; for non-trivial steady-
state existence) and numerical results (filled circles; Hopf bifurcation)
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Fig. 6 Bifurcation diagram (β1 and ah space) for the impact of the boundary delay, ah , where pm = 0.1.
The curve represents a Hopf bifurcation, resulting from the destabilisation of the non-trivial equilibrium
solution

that we get a similar bifurcation curve as we vary ah. However, the mechanisms are
different. The normal value of the mean time it takes for a slug egg to hatch is ap-
proximately 70 days. This is a fairly well established value (Hunter and Symmonds
1971). However, we may vary this value to assess the impact of a boundary delay.
Increasing ah increases the required value of β1 for oscillations. The minimum oc-
curs between ah = 20 and 30, and smaller values of ah rapidly increase the required
value of β1 for oscillations. Pulse solutions are still possible for ah = 0, but we also
must have β1 > 250, which is somewhat unrealistically large. (Note that setting both
pm = 0 and ah = 0 does not appear to admit a stable oscillatory solution.) It is per-
haps intuitive that an intermediate value of the egg mean hatching time, ah, should
facilitate pulsed solutions.

In Figs. 1(c) and 2(c) for β1 = 6, we find a solution that appears to tend towards
a period 2 limit cycle. However, the precise form of the limit cycle is by no means
clear, and does not improve significantly over longer simulation runs. If the solution
is a genuine period two oscillation then the variations about it may be due to very long
transients or numerical artifacts. We have observed similar behaviour for a range of
other parameters, but the boundary between solutions in panels (b) and (c) is not
clear. Furthermore, period four, and others, are irregularly discernable for slightly
larger values of β .

Increasing β1 further to a value of 10, yields chaotic-like solution behaviour, as can
be observed in Figs. 1(d) and particularly in 2(d). There is a clear departure from the
fairly regular dynamics in panels (c) to the very unpredictable dynamics in panels (d).

Leapfrogging behaviour is also apparent for larger values of β (see Fig. 7). Pulses
emerge that are sufficiently widely spaced to allow/encourage the development of
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Fig. 7 Example of mass density structure with time for pm = 0.1 and β = 10. The pulsed solutions are
clearly defined, with a leapfrogging signature (see text) (Colour figure online)

interleaved non-related cohorts. In other words, newly mature adults lay eggs and
are not directly related to intermediate cohorts of juveniles and a cohort of immedi-
ately older mature adults. They may, however, be descendents of much older adults.
Such behaviour has been observed in field data (Hunter and Symmonds 1971). How-
ever, it must be stated that there is a degree of overlap between cohorts, although of
course the overlap is stable, in the sense that the equally spaced pulse solutions are
approached asymptotically. These chaotic-like leapfrogging solution appears to be
globally stable; other initial conditions lead eventually to the leapfrogging solution.

It must be remembered that the governing equations are such that the cohorts are
all coupled through nonlinear and nonlocal terms. Not least, the action of selective
predation, which plays a key role in separating cohorts (see discussion below).

4 Conclusions

In this paper, we introduce a general class of mass structured system with a boundary
delay due to an egg class. We investigate the existence and uniqueness of nontrivial
solutions, and explore the analysis of stability. In particular, we derive criteria for the
existence of a nontrivial solution and for a Hopf bifurcation. Then, we apply these
analyses to an example model of slug dynamics. We find that we can determine the
existence and uniqueness of non-trivial steady states, but are unable to progress work
on stability owing to the excessive complications and thus cumbersome numerical
approximations required to compute additional bifurcation points. Instead, we pursue
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a full numerical treatment of the nonlinear and nonlocal mass structured system with
a boundary delay and selective predation. We adapt a recent method, with integration
along characteristics employing a moving grid, for this purpose. Good agreement was
obtained between numerical calculations and the (limited) analytical results obtained.

Novel pulse solutions are found to exist for a range of parameter values. Using
the egg production rate, β1, as the main bifurcation parameter, we find that there are
transitions from trivial equilibrium solutions for small β1, through a bifurcation to
nontrivial equilibrium solutions, followed by a Hopf bifurcation with general oscilla-
tions or pulsed solutions (depending on selective predation), with what appears to be
a weakly defined period doubling cascade to chaotic-like solutions of various mixed
pulses. In rough terms, the boundary delay (egg stage) appears to allow for generally
oscillating solutions whereas selective predation tends to admit pulses. However, only
weak oscillations are possible with small values of the mean egg hatching time, ah,
or levels of predation, ph, and these require an unrealistically large value of β1. This
is also true if ah or ph are too large. The most unstable situation (i.e. most accom-
modating to oscillations/pulses) occurs when there is an intermediate combination of
boundary delay and selective predation, well within the range of realistic parameter
values. To obtain oscillations, the combination requires a value of β1 a factor of six
smaller than for selective predation alone, and two orders of magnitude smaller than
for boundary delay alone.

One effect of the selective predation term is to preferentially bias short pulses (co-
horts). In other words, as individuals gain mass and a pulse of such individuals travels
through the target mass zone of the predators, the predators respond by increasing
predation. Pulses wider than the predation zone are predated more in the centre of the
pulse, which when combined with nonlocal terms can lead to pulse separation. The
boundary delay induces a separate instability mechanism based upon time out from
the feedback dynamics.

The novel chaotic-like dynamics discussed above display leapfrogging behaviour
(i.e. interleaved generations) as observed in field data (Hunter and Symmonds 1971)
back in 1971. This is the first time that such dynamics have been observed in mod-
els, certainly for slugs and, to the best of our knowledge, for any other species. We
hypothesise that the mechanism is due to the combined effects of selective predation
and a boundary delay, allowing and enhancing intermediate cohorts.

In summary, boundary delays and selective predation can induce oscillatory and
pulse solutions, and there are parameter regimes where leapfrogging solutions are
dominant. There are, however, other candidates for generating pulse solutions, and
these need to be investigated in detail. More involved dynamics, such as explicit
predator-prey interactions, may be easily implemented and will likely generate os-
cillations. The same is true of implementing spatial aspects and temporal (i.e. sea-
sonal) forcing. However, due to a lack of experimental data on carabid beetles and
other predators, the precise forms of the governing equations are not clear. In order
to avoid biasing models towards oscillating systems a rigorous approach must be ad-
hered to, led by experimental fact. Such data are recently becoming available (e.g. see
Bohan et al. 2000; Symondson et al. 2002), so advances in these directions should be
possible.
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Appendix A: Hopf Bifurcation

Following on from Eq. (43), for a Hopf bifurcation, we put γ = iα, where α ∈ R. For
convenience, set

h(x) =
∫ x

xh

1

g(σ )
dσ, (46)

so that G(x) = exp(h(x)). Then

Gγ (x) = Giα(x) = cos
(
αh(x)

) + i sin
(
αh(x)

)
, (47)

and

Fγ (x) = μM(x,M∗)
γ

[
G(x)γ − 1

]

= 1

Kα

[
sin

(
αh(x)

) + i
(
1 − cos

(
αh(x)

))]
, (48)

where we define

K
(
x,M∗) = 1/μM

(
x,M∗) (49)

for notational convenience (see definition of carrying capacity in Sect. 3). Also we
find that

fγ

= B∗e(−λ0ah)
∫ xm

xh
m(x)S∗(x,M∗)(cos(αh(x)) − i sin(αh(x)))dx

1 + B∗
K(x,M∗)α e(−λ0ah)

∫ xm

xh
m(x)S∗(x,M∗)(sin(αh(x)) + i(cos(αh(x)) − 1))dx

.

(50)

Then, defining

C = B∗ exp(−λ0ah)

∫ xm

xh

m(x)S∗(x,M∗) cos
(
αh(x)

)
dx (51)

S = B∗ exp(−λ0ah)

∫ xm

xh

m(x)S∗(x,M∗) sin
(
αh(x)

)
dx, (52)

and noting the definition of M∗, we obtain

fγ = C − iS

1 + S+i(C−M∗)
K(x,M∗)α

(53)

= K
(
x,M∗)α (CK(x,M∗)α + SM∗) − i(SK(x,M∗)α + S2 + C2 − CM∗)

(K(x,M∗)α + S)2 + (C − M∗)2
.

(54)



J Nonlinear Sci

Hence,
[�

�
](

1 − fγ Fγ (x)

G(x)γ

)
=

[
cos(αh(x))

− sin(αh(x))

]
−

(
a11 a12

−a12 a11

)[
sin(αh(x))

cos(αh(x)) − 1

]
,

(55)

where a11 = [CK(x,M∗)α + SM∗]/A and a12 = [SK(x,M∗)α + S2 + C2 −
CM∗]/A, where A = (K(x,M∗)α + S)2 + (C − M∗)2.

Finally, we obtain the two equations

exp(ahλ0)

[
cos(ahα)

sin(ahα)

]
=

∫ xm

xl

β(x)S∗(x,M∗)
[�

�
](

1 − fγ Fγ (x)

G(x)γ

)
dx,

(56)

that must be satisfied for the two unknowns α and the control parameter (yet to be
given).

The starred quantities are known from calculation of the non-trivial equilibrium
solution, and C and S are functions of α as defined in Eqs. (51) and (52), respec-
tively. The function β(x) is the birth kernel, m(x) is the kernel for M , K(x,M∗) is
a function from the death rate defined in Eq. (49), and h(x) is related to the known
growth function, g(x), as in Eq. (46).

With the definitions in Sect. 3, a computation reveals that K(x,M∗) now simply
equals the constant K0, and h(x) is computed from Eq. (46) to be h(x) = g2(

1
xm−x

−
1

xm−xh
).

Appendix B: Numerical Scheme

The simulation of the model equations is made with a numerical method that inte-
grates the equations along characteristic curves and uses a representation formula of
the solution. See Bees et al. (2006) for full details. The method was further adapted to
the new system with a boundary delay, which represents the egg stage, and employs a
moving grid method with node selection as developed in Angulo and López-Marcos
(2004). We briefly document the method here for completeness. For each time, the
grid nodes and the approximations to the solution at these points are calculated by
means of a characteristics method, except for slugs of minimum size, which are ob-
tained by means of the boundary condition. The formula we use in the numerical
method is based upon a theoretical integration along characteristics, which provides
the next representation of the solution to problem (19). Hence,

s
(
t, x(t; t∗, x∗)

) = s(t∗, x∗) exp

(
−

∫ t

t∗
μ∗(x(τ ; t∗, x∗),M(τ),Π(τ)

)
dτ

)
, (57)

where μ∗(x,M(t),Π(t)) = μ(x,M(t),Π(t))+g′(x), and x(t; t∗, x∗) is the solution
of

⎧
⎨

⎩

dx

dt
= g

(
x(t)

)
,

x(t∗) = x∗.
(58)
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Given positive integers R and J with a fixed time interval [0, T ], we define �t =
ah/R, �x = (xm −xh)/J and N = [T/�t], with N +1 discrete time levels tn = n�t ,
0 ≤ n ≤ N . The initial grid nodes are chosen as X0

j = xh + jh, 0 ≤ j ≤ R, with the
numerical initial condition (equal to the theoretical initial condition at each node)
U0

j = s(X0
j ,0),0 ≤ j ≤ J . The initial condition for a delay problem requires a value

of the solution for [−ah,0]. However, the delay appears only at the boundary, so
we store eggs laid for each time t , by introducing Ln = xh

ah
l(0, tn), where l(0, tn)

represents the eggs laid at t = tn, −R ≤ n ≤ 0. For the general time step, tn+1, 0 ≤
n ≤ N − 1, we assume that the solution approximations and grid at the previous time
level tn are known. Then, defining

Xn+1
j+1 = Xn

j + �tg

(
Xn

j + �t

2
g
(
Xn

j

))
, 0 ≤ j ≤ J − 1, (59)

Xn+1
J+1 = Xn

J , (60)

Un+1
j+1 = Un

j exp

{
−�tμ∗

(
Xn

j + �t

2
g
(
Xn

j

)
,

Q(Xn,γ n
MUn) + Q(Xn+1,γ n+1

M Un+1)

2
,

Q(Xn,γ n
ΠUn) + Q(Xn+1,γ n+1

Π Un+1)

2

)}
,

0 ≤ j ≤ J − 1, (61)

Un+1
J+1 = Un

J , (62)

we compute

Un+1
0 = Ln−R+1

0 exp(−ahμ0)

g(xh)
, and Ln+1

0 = Q
(
Xn+1,βn+1Un+1). (63)

Here, βn
j = β(Xn

j ), 0 ≤ j ≤ J + 1, (γs)
n
j = γs(X

n
j ), 0 ≤ j ≤ J + 1, s = M,Π ; and

Q(Xl ,Vl) = ∑J+l
j=0 ql

j (X
l)V l

j , l = 0,1, where ql
j (X

l ), 0 ≤ j ≤ J + l, l = 0,1, are

the coefficients of the composite trapezoidal quadrature rules with nodes in Xl . Also,
γ n

s Un, s = M,Π ; and βnUn, represent the component-wise product of the corre-
sponding vectors, 0 ≤ n ≤ N . Note that the functions γs , s = M,Π , are the kernels
of the integrals in the definitions of functions M and Π .

The number of nodes might vary at consecutive time levels as new nodes are in-
troduced to the scheme that flux through node xh. Therefore, the first grid node Xn+1

l

that satisfies
∣∣Xn+1

R+l+1 − Xn+1
R+l−1

∣∣ = min
1≤j≤J

∣∣Xn+1
R+j+1 − Xn+1

R+j−1

∣∣, (64)

is removed, maintaining a constant number of nodes for each time level involved
in the implementation of the step scheme ((J + 2) and (J + 1) for the current and
previous levels, respectively). However, we do not recompute the approximations to
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the nonlocal terms at such time levels. The grid (subgrid of the complete system, in
which all the nodes take part) is composed of xh, the minimum size of slugs, together
with the nodes obtained by integration along characteristics from the nodes selected at
the previous time level. The solutions are defined by an implicit system of equations
given by (61), which are solved via an iterative procedure. (This scheme can be easily
extended to treat problems where the slug growth function depends additionally on a
weighted sum of the population.)
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