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Abstract—Field programmable gate arrays (FPGAs) are widely
used in applications where on-line reconfigurable signal pro-
cessing is required. Speed and function density of FPGAs are
increasing when shrinking transistor sizes to the nano-scale.
Unfortunately, in order to reliably create electronic designs
according to specification time-consuming statistical simulations
become necessary due to effects of intrinsic variability. This
paper describes an adaptive, evolvable architecture that allows
for correction and optimisation of circuits directly in hardware
using bio-inspired techniques. Like FPGAs, the programmable
analogue and digital array (PAnDA) architecture introduced
provides a digital configuration layer for circuit design. Accessing
additional configuration options of the underlying analogue layer
enables continuous adjustment of circuit characteristics.

I. INTRODUCTION

A variety of reconfigurable hardware platforms exist, which

serve a wide range of purposes. For example, digital com-

mercial substrates have originally been designed merely as

glue logic with the purpose of facilitating printed circuit board

(PCB) design. However, over the past 20 years, these devices

have rapidly improved. Current devices can be configured to

implement entire digital systems including microprocessors

and peripherals, which places them between processors and

application specific integrated circuits (ASICs).

This development was founded on the feasibility to scale

device sizes in perfect accord with Moores Law [1] (“happy

scaling”). As a consequence, the mind set of both users and

manufacturers of such devices have settled at a point where it

is almost taken for granted that higher and higher densities of

reliably operating logic can be achieved (see Figure 1). Great

efforts are made to integrate more programmable general-

purpose logic, but whenever there are tight constraints on

bandwidth, power or speed this is currently resolved by

incorporating full-custom optimised building blocks into the

reconfigurable architecture rather than developing radically

novel FPGA fabric structures. From an economical point

of view this strategy makes sense, since industry cannot

afford making drastic architectural changes to well-established

approaches, as this would pose too much of a financial risk.

However, as device sizes are now approaching the atomistic

level, intrinsic variations are becoming more abundant, leading

to a lower production yield and higher failure rates [2]–[4].

This will also threaten the very building blocks that are used

at the moment to alleviate the increasing demands for speed

and low power. This is likely to put pressure on the industry to

change their strategy. For example Intel were forced to make

the biggest change in transistor technology since the 1960s in

order to reach the 45nm CMOS technology node [5]. These

predictions and issues were originally focussed on large-scale

integration, mainly connected with microprocessor design.

However, in the last 10 years the rise of field programmable

devices, such as FPGAs, both in terms of technology advances

and application domains has meant that these issues are now

relevant to these devices as well.

Until now the design most affected by intrinsic variability

has been SRAM [6]. Since SRAM is mainly used for storing

configuration data and Look-up Tables (LUTs) in reconfig-

urable devices, which can be operated at relatively low speeds

compared with the actual designs, FPGA fabric has not been as

severely affected as other designs like memory and processors.

However, it is projected that the next victim of variability after

SRAM will be latches. This will have a direct impact on FPGA

architectures, which comprise of a large number of Flip-Flops

of which latches are an essential part.

We believe that in order to accommodate the increased vari-

ability of individual device characteristics there is a need for

novel device architectures and circuit design methodologies.

In order to further advance reconfigurable architectures, it is

essential to identify and review current and future challenges

both from an electronic design, and from an emergent tech-

nologies point of view. In order to overcome those challenges

it is necessary to take a more holistic approach to electronic

design problems, i.e. understanding and tackling problems on

multiple levels rather than considering the device, analogue,

digital or system levels separately. Particularly in the case of

reconfigurable architectures there may be great opportunities

to include mechanisms that allow for inherent correction

and optimisation of shortcomings due to variability or other

parameters.

In order to address those issues, this paper introduces

the PAnDA (Programmable Analogue and Digital Array) ar-
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Fig. 1. The figure shows the adoption of smaller semiconductor technology
nodes by major FPGA vendors.

chitecture, which proposes a novel reconfigurable variability

tolerant architecture (illustrated in Figure 2), which allows

variability aware design and rapid prototyping by exploiting

the configuration options of the architecture. It is believed that

these are vital steps towards the next generation of FPGA

architectures.

A prototype of the PAnDA architecture currently exists as

a simulation model, which is due to be fabricated in a 40nm

process the first quarter of 2012.

II. PANDA ARCHITECTURE

It has been discussed in Section I how stochastic variability

in CMOS transistors impedes reliably designing logic standard

cells, which are the fundamental building blocks of FPGAs.

Most severely affected designs are SRAMs and latches, which

are fundamental elements of any current programmable logic

architecture. The results in [7], which have been obtained

from statistical SPICE simulations, suggest that optimising

the widths of transistors in standard cells may improve their

variability tolerance, speed and power consumption. It is

also shown that it is possible to design and optimise ana-

logue CMOS circuits in hardware using field programmable

transistor arrays (FPTAs) [8], [9]. Therefore, if FPTA based

mechanisms to alter device sizes according to [7] could be

incorporated in hardware, it would be possible to optimise

designs post fabrication. This would not only have the ad-

vantage of being able to enhance variability tolerance and

performance for a specific design, but could also account for

variations between different devices. In addition, due to the

large numbers of statistical measurements necessary it will be

orders of magnitude faster to perform optimisation directly in

hardware, rather than in SPICE simulation.

With the programmable analogue and digital array (PAnDA)

we propose a novel FPGA architecture, which aims to over-

come challenges arising when shrinking device sizes to the

nano-scale. In order to achieve this, the PAnDA architecture

Fig. 2. The figure shows the hierarchical design structure of the PAnDA
architecture. Cell, interconnect and CLB level are similar to current com-
mercial FPGAs, whereas CT (transistor array level) and CAB are unique to
PAnDA. While conventional FPGAs can only be reconfigured on the CLB
and interconnect level, PAnDA offers additional configuration options on the
analogue level.

features configurable transistors (CTs), the device sizes of

which can be altered in wide ranges by configuring them in

different ways. The hierarchical design of PAnDA is illustrated

in Figure 2. As can be seen from the figure, the most important

difference to a conventional FPGA is that the PAnDA archi-

tecture extends to a finer granularity of building blocks. The

reason for introducing these additional levels is to both create

and provide access to a lower design level, i.e. the transistor

and function level, which enables tweaking the properties of

the architecture on the analogue level in addition to the digital

level.

The PAnDA architecture comprises configurable transistors

(CTs), configurable analogue blocks (CABs), configurable

logic blocks (CLBs), logic cells and interconnect. CLBs, logic

cells and interconnect are also present—and have similar

structure—in current commercial FPGA architectures, whereas

CTs and CABs are unique to PAnDA. The designs of the the

PAnDA CTs and CABs are introduced in this paper and are

described in the following sections.

A. Configurable Transistor (CT)

The CT is the smallest reconfigurable element of the PAnDA

architecture. As can be seen from Figure 3, the CT is a device

formed from 7 PMOS (or 7 NMOS) transistors (M0. . .M6)

that are connected in parallel. Each of the 7 transistors can

be individually turned on or off via opening or closing a

switch (S0. . .S6) that connects their gate to a common gate

connection (CG). The states of the switches are controlled

via configuration bits stored in a configuration static random

access memory (SRAM).

This design exploits the fact that a number of CMOS

transistors of the same gate length (L) can be connected in

parallel in order to form a device that is equivalent to a single

transistor of the same length and of the sum of the individual

widths (W). For example, connecting two transistors in parallel

where the size of one is W
L = 120 nm

40 nm and the size of the other

is W
L = 180 nm

40 nm , would result in a device that is equivalent to a

transistor with W
L = 300 nm

40 nm .

Providing more reconfiguration capabilities, however, comes

at the cost of adding additional configuration circuitry, which

introduces parasitic effects that may degrade the performance
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Fig. 3. The figure shows a configurable transistor (CT) of the PAnDA
architecture. The transistor sizes used in the PAnDA CT are L0...6 = 40 nm and
W0...6 = [120,120,140,160,180,200,220] nm, which allows for configuring
the CT a range of 120 nm and 1140 nm

of the CT. Hence, there is always a trade-off to be made

between lowering the performance and increasing variability

and fault tolerance of the design. In this case, the ratio

between transistors that process user signals and those used for

configuration purposes is 1 : 11. This number is calculated by

comparing the 7 ”user” transistors with the number of transis-

tors required for implementing switches (5T) and configuration

SRAM (6T). Note that this number will slightly increase when

also taking memory controllers and interconnect into account

at the CAB and CLB level. The relevant numbers are given

in Sections II-B and II-C.

The transistor sizes used in the PAnDA CT are L0...6 =
40 nm and W0...6 = [120,120,140,160,180,200,220] nm. Min-

imum width and length are constrained by the smallest device

sizes that are allowed according to the design rules of the

40 nm technology in which the PAnDA prototype will be

fabricated. The increment of 20 nm is chosen as half the

minimum feature size of the technology used, which should

provide a suitable value range when optimising for effects of

stochastic variability. Maximum sizes are based on maximum

drive strengths in the order of 10 X . . .30 X (a drive strength

of 10 X means that the output of a circuit can produce

enough output current to drive up to 10 logic cells attached),

which are expected to be required when mapping designs.

The different sizes allow the CT to be configured with 47

different widths between 120 nm and 1140 nm, and there is

generally more than one possible combination of transistors to

achieve a certain width of the CT, as illustrated in Figure 4.

This redundancy may help when optimising for stochastic

variability, since it is expected that different combinations for

the same width of the CT will exhibit different behaviour in

terms of variability. Note that the special case where W = 0 nm

corresponds to turning the CT off. This is an essential feature,

since not all CT are always used to implement higher level

functions.

Note that since there are two types of transistors, NMOS

Fig. 4. The figure shows a configurable transistor (CT) of the PAnDA
architecture. Different combinations of the 7 parallel transistors M0. . .M6
allow to configure the CT with 47 different widths between 120 nm and
1140 nm.

and PMOS, there are also two types of CTs, CT-NMOS and

CT-PMOS, depending on which type is used for the 7 ”user”

transistors.

B. Configurable Analogue Block (CAB)

Configurable analogue blocks (CABs) represent the next

higher level of entities to the CTs. With conventional CMOS

design in mind, a PAnDA CAB is formed from 4 CT-NMOSs,

4 CT-PMOSs and configurable interconnect, as shown in

Figure 5. A CAB features 7 analogue input/output (I/O) pins.

The purpose of a CAB within the PAnDA architecture is to

represent basic logic blocks that may implement FPGA fabric.

In this case, it is possible to realise either 3 inverters, a buffer,

a transmission gate, a logic gate (NOR, NAND, OR, AND),

a latch, or a SRAM with a single CAB. The number of IO

pins is the minimum number required to implement these logic

functions. An example where the CAB is configured as a logic

AND gate is shown in Figure 6.

In order to keep the ratio between transistors that process

user signals and those used for configuration purposes low

also on CAB level, the configuration options of the CAB have

been constrained in such a way that the basic functions, which

can be realised, are restricted to the ones mentioned before.

Although this saves configuration circuitry and improves the

performance of the design, the ratio for the CAB is 1 : 20,

which is slightly higher than in the case of the CT due to the

additional configurable routing required to map the basic logic

functions.

For instance, it is possible to create a 3-bit look-up table

(LUT) using 17 CABs, where 8 are configured as SRAMs

and 9 are configured as 3-to-8 decoder. Another example

would be using 6 CABs configured as logic NAND gates

to implement a positive-edge-triggered D-type flip-flop. The

latter two examples represent the two fundamental building
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Fig. 5. The figure shows a configurable analogue block (CAB) of the PAnDA
architecture. A CAB features 7 analogue input/output (I/O) pins and it is
possible to realise either 3 inverters, a buffer, a transmission gate, a logic gate
(NOR, NAND, OR, AND), a latch, or a SRAM with a single CAB.

blocks of current commercial FPGA architectures.

C. Configurable Logic Block (CLB)

This section follows on from the CABs to the next higher

hierarchy level: the configurable logic blocks (CLBs). As

described in Section II-B, a number of CABs can form

LUTs, MUXs and flip-flops, which are the building blocks

of current commercial FPGA architectures. For example, a

CLB of a Xilinx Virtex-6 FPGA (www.xilinx.com), which

is currently one of the top-of-range devices, comprises eight

6-bit LUTs, 16 flip-flops, eight 8-to-1 multiplexers (MUXs)

and some carry/shift logic. Hence, one Virtex-6 CLB could be

implemented using of the order of 700 CABs locally connected

together.

Although this may sound like a large number of CABs

required, the following must be considered: first, the Virtex-6

is a large, cutting-edge technology device and the resources

incorporated in one CLB vary significantly between differ-

ent models. For example, a CLB of the Virtex-4 could be

implemented using of the order of 60 PAnDA CLBs. The

reason the resource consumption increases dramatically in

newer models is the transition from 4-bit LUTs to 6-bit LUTs

that has been made after the Virtex-4 model range, which

has lead to a significant increase in SRAMs per CLB. It is

worth noting that the scenario looks similar in the case of

Altera FPGAs (www.altera.com), such as the Cyclone V and

the Stratix V (Altera is the second largest FPGA vendor).

Second, the PAnDA CLB provides the additional feature of

optimising for intrinsic variability, reducing propagation delay

and minimising power consumption due to the CTs used

(see Section II-A). This feature is not present in any of the

FPGA architectures currently commercially available. Third,

the reconfigurable nature of the PAnDA CAB, which also

allows alteration of their function, may facilitate mapping of

designs and improve the resource usage of the mapped designs

due to the fact that functionality can be made available as

Fig. 6. The figure shows a CAB of the PAnDA architecture that is configured
as an AND gate. In this case, the usage of the CAB is 75%.

required by the mapped design. For instance, a simple logic

function could be represented in a more compact fashion using

logic gates, rather than LUTs. Accordingly, a PAnDA CLB

could be configured as either a larger 7-bit LUT, a large

number of basic logic gates, or an array of 12 flip-flops by

simply changing the function of the CABs. Again, current

commercial FPGAs do not have this capability, which may

lead to a less resource efficient mapping.

The first generation PAnDA chip is currently being imple-

mented in a 40 nm CMOS process. Therefore, the number of

PAnDA CABs per CLB is not yet determined. However, it

will be at least in the order of 60, which would correspond to

the complexity of a Xilinx Virtex-4. In addition to the logic

function, CLBs also incorporate switch matrices that link them

to local and global interconnect. The first generation of PAnDA

is likely to follow a similar strategy as commercial FPGAs,

which is a fixed crossbar architecture providing connections

to the nearest neighbour CLBs as well as direct connections

to resources that are further away within the FPGA fabric.

Following a similar approach with the routing architecture

should facilitate comparison of the PAnDA architecture with

commercially available ones in the future.

III. BIO-INSPIRED DESIGN OPTIMISATION ON PANDA

As dicussed in Sections II-A, II-B and II-C, PAnDA’s

facilities to optimise mapped designs at different design lev-

els brings about a number of advantages, particularly when

fabricating chips at nano-scale technology nodes (65nm and

below) where the effects of stochastic variability and increased

current leakage are prevalent. At the CLB level, it is pos-

sible to map logic designs in the same way as is done in

commercial FPGAs. This makes both architectures compatible

(and comparable) at this level. In addition, PAnDA offers the

possibility to alter the CLB function set at the CAB level,

which may lead to more efficient and compact mappings.

Furthermore, at the PAnDA CT level, it is possible to alter

the sizes of the transistors that make up the logic design.
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This allows for on-line optimisation of the mapped design for

variability tolerance, speed and power consumption without

affecting overall functionality.

Future work will focus on developing electronic design

automation methods for the PAnDA architecture. Based on

previous work in the area of electronic design optimisation in

hardware [9]–[13], it is envisioned to perform the mapping

of logic designs on the CLB level using commonly used

approaches that are based on metrics, principle component

analysis, graph partitioning, and simulated annealing. Ex-

tending the mapping with the ability to automatically al-

locate CAB functions may be achieved via parametrising

the latter approaches and optimising the parameters using

global optimisation techniques from the field of evolutionary

computation (EC). In addition, EC techniques may also be

suitable for device size optimisation on the CT level. Examples

of EC optimisation algorithms are genetic algorithms (GAs),

evolutionary strategies (ES) and multi-objective optimisation

(MO) [11], [12].

IV. CONCLUSION

This paper introduces a novel FPGA architecture, namely

the PAnDA (programmable analogue and digital array) archi-

tecture. PAnDA is a hierarchical architecture, which comprises

configurable transistors (CTs), configurable analogue blocks

(CABs), configurable logic blocks (CLBs), and interconnect.

At the highest CLB and interconnect level, PAnDA is similar

to current commercial FPGA architectures. However, at lower

levels it is the presence of CTs and CABs, which are unique to

PAnDA. These additional levels of granularity provide access

to a lower level of electronic design, i.e. the transistor (CT) and

function (CAB) level, which enables tweaking the properties

of the architecture at the analogue level as well as at the digital

level (CLBs).

It has been shown in simulation [7] that altering transistor

sizes can improve variability tolerance, speed and power

consumption of digital designs. Therefore, providing the same

features in reconfigurable hardware should result in an ar-

chitecture that is armed with the facilities to overcome chal-

lenges arising when shrinking device sizes to the nano-scale,

where effects of stochastic variability and increased leakage

impede reliable electronic design. Furthermore, PAnDA’s CAB

architecture allows adaptation of the functionality of FPGA

resources available to the demands of a design that is being

mapped. This may facilitate mapping of designs and improve

their compactness, thereby utilise FPGA resources more effi-

ciently.

It is intended that the PAnDA architecture will close the

gap between the analogue design of standard cells and the

design of reconfigurable digital systems based on standard cell

libraries, by providing a design platform that is reconfigurable

on both the analogue and digital levels. The focus is to

configure PAnDA with digital designs and optimise them in

multiple stages. Firstly, by changing the location and topology

of the digital components and secondly, by manipulating the

properties and improving the intrinsic variability of parts of

the circuit by changing the underlying analogue and device

layers. The latter is a novel approach to synthesizing designs

on an FPGA, and is not possible with any currently existing

commercial FPGA. This will enable us to investigate the

optimisation of digital circuits on multiple layers of abstraction

using novel bio-inspired approaches to produce fault-tolerant

and variability tolerant electronic designs.

The compatibility with commercial FPGAs on the CLB

level, together with the additional configuration features on

CAB and CT level and the possibility of applying post-

mapping design optimisation techniques on those levels in-

dicates significant potential of PAnDA to be a next-generation

FPGA architecture.
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