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Abstract—Field programmable gate arrays (FPGAs) are widely used in applications where online reconfigurable signal processing is
required. Speed and function density of FPGAs are increasing as transistor sizes shrink to the nanoscale. As these transistors reduce
in size intrinsic variability becomes more of a problem and to reliably create electronic designs according to specification time
consuming statistical simulations become necessary; and even with accurate models and statistical simulation, the fabrication yield will
decrease as every physical instance of a design behaves differently. This paper describes an adaptive, evolvable architecture that
allows for correction and optimization of circuits directly in hardware using bioinspired techniques. Similar to FPGAs, the
programmable analog and digital array (PAnDA) architecture introduced provides a digital configuration layer for circuit design.
Accessing additional configuration options of the underlying analog layer enables continuous adjustment of circuit characteristics at
runtime, which enables dynamic optimization of the mapped design’s performance. Moreover, the yield of devices can be improved
postfabrication via reconfiguration of the analog layer, which can overcome faults induced due to variability and process defects. Since
optimization goals are generic, i.e., not restricted to reducing stochastic variability, power consumption or increasing speed, the same
mechanisms can also enhance the device’s fault tolerant abilities in the case of component degradation and failures during its lifetime
or when exposed to hazardous environments.

Index Terms—Reconfigurable architectures, intrinsic variability, bio-inspired algorithms, fault tolerance, evolvable hardware, adaptive
hardware
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INTRODUCTION

PPLICATION specific integrated circuits (ASICs) are the

building blocks of many electronic systems. Over the
past 20 years, these devices have rapidly improved in
performance and function density, enabled by the con-
tinuous shrinking of technology sizes. Current devices can
implement entire digital systems including multiple
microprocessors, peripherals, and application specific
blocks on a single die. As a consequence, the mind set of
both users and manufacturers of such devices have settled
at a point, where it is almost taken for granted that higher
and higher densities of reliably operating logic can be
achieved in perfect accord with Moores Law [1].

Device sizes are now approaching the atomistic scale,
where the presence or absence of single doping atoms and
structural irregularities at the atomistic scale are likely
to affect the behavior of the device in a random manner.
Time-consuming statistical SPICE simulations using speci-
fic, statistically enhanced device models become necessary
to create reliable electronic designs that behave according to
specification. Unfortunately, due to the statistical nature of
these variations, the fabrication yield still decreases and
failure rates increase significantly, because every physical
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instance of a design behaves in a stochastically different
manner [2], [3], [4]. Even when verifying designs using
accurate device models and statistical SPICE simulation,
this will in the first instance only allow for a more accurate
yield prediction, rather than overcome the effects of random
variability, unless the additional information gained can be
successfully used to improve the designs [5]. However, this
is a highly complex task and it is not straightforward to
decide how to change circuit topologies and device sizes to
improve the performance of a large design or to bring the
performance of the design back into specification.

The work presented in this paper proposes an approach
that introduces mechanisms to overcome the effects of
intrinsic stochastic variability by automatically optimizing
designs postfabrication. In particular, this work focuses on
enhancing field programmable gate array (FPGA) architec-
tures for the following reasons: first, FPGAs are widely
used in applications where online reconfigurable signal
processing is required. Current devices feature high logic
densities and programmable application specific macro
blocks, i.e., multipliers, ALUs, memory, and can, therefore,
be configured to implement customized digital systems
comprising of processors, peripherals, and high-density
logic, which places them between microprocessors and
ASICs. Their versatility and the fact that they incorporate
reconfiguration options already makes them suitable
candidates for the proposed research. Second, the design
most affected by intrinsic variability has been SRAM [6].
Since SRAM is used for storing configuration data and
forming Lookup Tables (LUTSs) in reconfigurable devices (it
is worth noting that SRAM memory blocks are also present
in FPGAs for system implementation), and hence can be
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operated at relatively low speeds compared with the actual
applications, FPGA fabric has not been as severely affected
by this kind of intrinsic variability as other ASICs, such as
memory and processors. However, it is projected that the
next “victim” of variability after SRAM will be latches, and
this will have direct impact on FPGA architectures, which
comprise of a large number of Flip-Flops of which latches
are an essential part. This makes them a challenging
architecture when developing and investigating mechan-
isms to overcome the effects of intrinsic variability.

Although conventional FPGAs offer mechanisms to
replace and reroute designs postfabrication to achieve
performance on an chip-by-chip basis, this is purely
constrained to the digital layer (i.e., cannot modify the
analog properties of the underlying devices) and is
relatively coarse grained, as no slight performance adjust-
ments can be made. Also, it is not always possible to
perform such modifications during runtime without dis-
rupting the operation of the mapped design. To be able to
overcome these issues and achieve our goal of overcoming
the effects of intrinsic stochastic variability, reconfiguration
options are included in the design of the device (in addition
to those already found in an FPGA), which allow for
alterations of the characteristics of devices and components
once they are fabricated and during operation (i.e., at the
analog layer). This provides an access point for optimiza-
tion algorithms to find configurations that may improve the
circuit’s performance and bring it back into specification.

Although introducing (additional) configuration options
into a design generates considerable area overhead com-
pared with conventional FPGA architectures, the overall
benefit of continuing to use parts of the device that
otherwise would have to be disabled because they do not
work according to specification, or even worse, not being
able to use the whole device make it worthwhile, especially
for certain applications, such as timing-critical circuits,
where the conventional FPGA reconfiguration mechanisms
are not always adequate for recovering functionality to
meet timing requirements.

This paper introduces the Programmable Analog and
Digital Array (PAnDA) architecture, which proposes a
novel reconfigurable variability tolerant architecture (illu-
strated in Fig. 5), which allows variability aware design and
rapid prototyping by exploiting the configuration options of
the architecture. Hence, PAnDA represents an adaptive,
evolvable architecture that allows for correction and
optimization of circuits directly in hardware using bioin-
spired techniques. Similar to FPGAs, the PAnDA architec-
ture provides a digital configuration layer for circuit design.
However, access to additional configuration options of the
underlying analog layer enables continuous adjustment of
circuit characteristics at runtime, which enables dynamic
optimization of the mapped design’s performance.

Itis possible to see these additional features of the PAnDA
architecture could have a number of potential benefits and/
or applications. For example, the power versus performance
tradeoff of a mapped design could be optimized autono-
mously and dynamically, so that it can be reconfigured to a
high-speed mode that consumes more power when the
mapped design is under a heavy load and alternatively
dynamically reconfigured to a power saving mode when the
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mapped design is idle. The yield of devices can be also
improved postfabrication via reconfiguration of the analog
layer, which can overcome faults induced due to process
variability. Furthermore, as the performance and reliability
of the device degrades over its lifetime due to ageing effects
[7], the same mechanisms could can once again be utilized to
dynamically reconfigure the PAnDA architecture to improve
performance and/or recover operation. Since optimization
goals are generic, i.e., not restricted to reducing simply
variability, power consumption or increasing speed, the
same mechanisms have a great potential to be more generic
and can also enhance the device’s fault tolerant abilities in
the case of component degradation and failures during its
lifetime or when exposed to hazardous environments.
Examples of previous work where postfabrication optimiza-
tion has been shown to be beneficial in terms of yield, fault
tolerance, and/or performance can be found in [8], [9], [10].

Results presented in this paper are obtained from
statistical SPICE simulation using blocks of the PAnDA
architecture. A prototype PAnDA chip is currently being
fabricated in 40-nm process technology and is expected to
be delivered in April 2013.

This paper is organized as follows: Section 2 discusses
the problem of stochastic variability in cutting edge CMOS
processes, Section 3 discusses the limitations of current
FPGA architectures and how they are affected by stochastic
variability, followed by how inspiration can be taken from
FPTA architectures and variation aware design to over-
come these limitations in Section 5. The proposed PAnDA
architecture is introduced in Section 6 before two case
studies that exploit the features of the PAnDA architecture
to overcome stochastic variability are discussed in Section 7.
Finally, conclusions and future work are discussed in
Section 8.

2 STOCHASTIC VARIATIONS IN DEEP SUBMICRON
CMOS PROCESSES

The precision of individual device and interconnect para-
meters has traditionally been dependant on constraints
within the manufacturing process (e.g., distortions in the
photo-lithography process and strain) and has been
considered relatively deterministic in nature [11]. As
channel lengths shrink below 50 nm, unavoidable stochastic
variability due to the discrete location of individual dopant
atoms within the device channel are becoming increasingly
significant [12]. Many advances have been made to reduce
the loss of precision caused by the manufacturing process
(e.g., optical proximity correction [13], uniformly dense
layout [14]). However, the fundamentally granular nature
of matter cannot be overcome and the impact will increase
as the technology continues to shrink further [2], [15], [16].

Device variability occurs in both the spatial and temporal
domains, and for each domain this can additionally be split
into deterministic and stochastic fluctuations. Spatial varia-
bility occurs when the produced device shape differs from
the intended design, including uneven doping profiles,
nonuniformity in layer thickness, and polycrystalline
surfaces [17]. This variability is found at all levels: over
the lifetime of a fabrication system (i.e., wafer-to-wafer),
across a wafer of chips (i.e., die-to-die), between cells within
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Fig. 1. Intrinsic parameters fluctuations within a simulated 35-nm
device [2].

a VLSI chip, and between individual devices within that cell
(i.e., within-die) [18]. Temporal variability includes the
effects of electromigration, gate-oxide breakdown, and the
distribution of NBTL' Such temporal variability has been
estimated and the effects combined to give an expected
lifetime calculation for an individual device, or simulated to
determine the compound effect across a whole chip [19],
[20]. While deterministic variability can be accurately
estimated using specific design techniques, intrinsic para-
meter fluctuations (summarized in Fig. 1) can only be
modeled statistically and cannot be reduced with improve-
ments in the manufacturing process [21].

3 LimiTATIONS OF CURRENT FPGA
ARCHITECTURES

Current FPGA architectures have been continuously im-
proved over the past 20 years. They have directly benefited
from the advancements in process technology, which made
it possible to significantly increase logic density as a direct
result of reducing feature sizes (see Fig. 2) without the need
for creating conceptually new FPGA architectures. As a
consequence, programmable logic elements of all models
and vendors generally consist of LUTs, MUXes, and Flip-
Flops that are arranged in similar topologies.

Continued demands of increasing speed and decreasing
power consumption of more complex designs, such as
processors, memory, and high-speed interfaces, are tradi-
tionally addressed via incorporating an increasing number
of custom building blocks (hard macros) that are embedded
into the FPGA fabric by the FPGA industry. This has been a
viable approach, because FPGA technology has not been
affected by intrinsic variability in fabrication due to the way
SRAM is used in FPGAs: although SRAM is used for storing
configuration data and LUTs in reconfigurable devices, the
impact of variability on the FPGA fabric has not been as
severe when compared with the affects on ASIC designs,
such as memory and processors, due to the fact that FPGAs
are generally operated at relatively low speeds compared
with ASIC designs. In particular, the SRAM used for
building LUTs is only rewritten at the time of programming
the FPGA and is only read during operation. However,
there may be severe limitations to this strategy when faced
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Fig. 2. The adoption trend of smaller semiconductor technology nodes
by major FPGA vendors.

with the challenges of electronic design when shrinking
device sizes to the atomistic scale, even when moving to
new device technologies such as SOI and FinFETs, given the
likely affect of variability on latches in the future [6]. It is
anticipated that this will have a direct impact on FPGA
architectures, which comprise of a large number of Flip-
Flops, of which latches are an essential part. In addition,
SRAM cells may become unstable even in the static case,
which would randomly change the configuration of an
FPGA and effectively change the logic function.

Hence, to accommodate the increased variability of
individual device characteristics there is a need for novel
device architectures and circuit design methodologies. To
further advance reconfigurable architectures, it is essential
to identify and review current and future challenges both
from an electronic design, and from an emergent technol-
ogies point of view. To overcome these challenges, it is
necessary to take a more holistic approach to electronic
design problems, i.e., understanding and tackling problems
on multiple levels rather than considering the device,
analog, digital or system levels separately. Particularly in
the case of reconfigurable architectures, there are great
opportunities to include mechanisms that allow for inherent
correction and optimization of shortcomings due to varia-
bility or other parameters, because facilities to reconfigure
the device are already present and the additional area
overhead introduced when adding more configuration
options can be more easily alleviated via yield recovery
and postfabrication performance optimization.

4 CURRENT FPTA ARCHITECTURES

The design of analog circuits, particularly creating new
topologies, is a nontrivial task and there exists no
automatic mapping that can, for instance, translate a
transfer function into an optimized transistor circuit.
Hence, there are a number of fine-grained, reconfigurable
architectures aimed at rapid circuit prototyping and design
automation via optimization algorithms. Most examples
come from the fields of evolutionary computation and
evolvable hardware, which provides model free optimiza-
tion algorithms that are the most suitable approaches when
there is no formal design methodology. The most relevant
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Fig. 3. The architecture of the transistor cell from the JPL FPTA2 [9].
The encircled numbers denote switches.

of these reconfigurable architectures are the two Field
Programmable Transistor Array (FPTA) architectures—the
FPTAO, FPTA1, and FPTA2 from NASA’s Jet Propulsion
Laboratory (JPL) and the FPTA and FPTA-2 from the
University of Heidelberg.

The FPTAO and FPTA1 [22] from JPL are predecessors to
the FPTA2 [9]. FPTAO consists of a single cell that comprises
eight transistors connected by 24 switches. The latter two
chips (FPTA1 and FPTA2) feature the same cell architecture
(shown in Fig. 3) based on a design of an OPAMP with two
output stages, but consist of a different number of cells. The
FPTALI features 12 cells and can be thought of as a prototype
for the FPTA2, which features an array of 8 x 8 cells.
However, each connection between transistors in a cell is
replaced with a switch, which enables fine-grained reconfi-
guration on the transistor level. In addition to this, the cells
of FPTA2 also feature a number of programmable photo
diodes, resistors and capacitors. The cells in the FPTA2 are
connected to their four nearest neighbors.

The applications tackled by the JPL FPTAs concentrate
on recovering functionality in the case of harsh environ-
ments (i.e., extreme temperatures and radiation impact as it
would occur in space). Evolutionary algorithms are
normally used to create circuit designs for these FPTAs,
particularly in the case of FPTA2.

The Heidelberg FPTA [23] consists of an array of 16 x 16
programmable CMOS transistors. A programmable tran-
sistor cell (PT) comprises a matrix of 5x4 CMOS
transistors with variable widths and lengths that share
common source, gate, and drain connections, as illustrated
in Fig. 4. By switching different subsets of the matrix on or
off, the effective width and/or length of the PT and,
therefore, its characteristics becomes adjustable. In addi-
tion, a PT can also be used to route a signal without
connecting the transistor at all. PTs are connected to their
four nearest neighbors.

In this respect, the Heidelberg FPTA represents the most
fine-grained and general purpose architecture of the ones
presented. A wide range of applications has been realized
on this platform, including logic gates, analog filters,
comparators, DACs, ADCs, and OPAMPs [10].

The proposed second version, the FPTA-2 [24], aims to
reduce the number of switches to reduce the influence of
parasitic effects while retaining the fine granularity of the
Heidelberg FPTA. This is achieved via PTs that comprise
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Fig. 4. The architecture of the PT from the Heidelberg FPTA [23].

programmable matched pairs of transistors and by shifting
the architecture from a nearest neighbor connected mesh
toward a crossbar architecture.

To avoid overly constraining the circuit topologies that
can be realized on both the JPL and Heidelberg FPTAs, a
large amount of configuration circuitry is required. The
additional configuration circuitry (and memory to store the
configuration) introduces significant parasitic effects
(i.e., capacitance, resistance), which have a major impact
on the characteristics of the functional circuit. As a
consequence, the ratio between design and configuration
circuitry becomes too small, the operation speed decreases,
and the distortion/noise increases.

However, there are other application areas where the
presence of this additional configuration circuitry is not a
drawback, i.e.,, when fault tolerance and adaptivity are
required. The JPL FPTAs have been shown to withstand (or
recover from) extreme temperatures or radiation impact. In
these cases, transistor-level circuits may have advantages
over digital logic circuits, due to their finer-grained nature;
depending on where the error occurs it may not result in an
entirely different result (e.g., bit error), but rather only
increase, for instance, the noise margin of a circuit. In more
severe cases, the finer granularity might also be advanta-
geous, as the larger configuration space increases the
likelihood of finding an alternative configuration with the
same, or at least similar, functionality that can be realized
using only undamaged resources. In addition, there is scope
to use feedback as a mechanism to automatically adjust the
circuit’s behavior.

5 COMBINING INSPIRATION FROM FPTAs AND
VARIATION-AWARE DESIGN
It has been discussed in Section 3 how stochastic variability

in CMOS transistors impedes designing reliable logic
standard cells, which are the fundamental building blocks
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of FPGAs. Most severely affected designs are SRAMs and
latches, which are fundamental elements of any current
programmable logic architecture. The results in [5], [25],
which have been obtained from statistical SPICE simula-
tions, suggest that optimizing the widths of transistors in
standard cells can improve their variability tolerance,
speed, and power consumption. The previous section has
also shown that it is possible to design and optimize analog
CMOS circuits in hardware using FPTAs. Therefore, if
FPTA-based reconfiguration mechanisms to alter device
sizes according to [5] could be incorporated in hardware, it
would be possible to optimize designs postfabrication in a
dynamic fashion at runtime. This would not only have the
advantage of being able to enhance variability tolerance and
performance for a specific design, but could also account for
variations between different devices. Due to the large
numbers of statistical measurements necessary to analyze
the effects of stochastic variability, it will be orders of
magnitude faster to perform optimization directly in
hardware, rather than in SPICE simulation. It would also
be possible to optimize much larger circuits than are
currently feasible in simulation. In addition, such a multi-
faceted reconfigurable device will provide significant
resources to deal with both pre- and postfabrication faults.

The aim of the PAnDA project is to develop a novel
FPGA architecture, which combines aspects of the digital
reconfiguration layer of an FPGA (ie., CLBs) with the
analog reconfiguration layer of an FPTA (i.e., PTs), while
trying to minimize the ratio of design to configuration
circuitry of the device. The outcome will be the PAnDA
architecture, onto which digital designs can be synthe-
sized and then optimized on both the digital and analog
layers on a device-by-device basis to overcome the
challenges arising when shrinking device sizes to the
nanoscale. Further optimization via dynamic reconfigura-
tion of the PAnDA architecture at runtime will also
provide increased reliability to overcome faults and device
degradation during its lifetime and also design-specific
power/performance tradeoffs depending on the opera-
tional state of the mapped design.

A proposed conceptual overview of the PAnDA hier-
archy is illustrated in Fig. 5. As can be seen from the figure,
the most important difference to a conventional FPGA is
that the PAnDA architecture extends to a finer granularity
of building blocks. The reason for introducing these
additional levels is to both create and provide access to a
lower design level, ie., the transistor and function level,
which enables changing the properties of the architecture
on the analog level in addition to the more traditional
digital level.

The envisioned PAnDA architecture comprises config-
urable transistors (CTs), configurable analog blocks (CABs),
configurable logic blocks (CLBs), logic cells, and inter-
connect. CLBs, logic cells and interconnect are also
present—and have similar structure—in current commer-
cial FPGA architectures, whereas CTs and CABs are unique
to PAnDA. The designs of the PAnDA CTs and CABs are
introduced in this paper and are described in the following
sections. The CLB and Cell levels will be investigated and
designed in future work and included in future prototypes
of the PAnDA chip.

6 THE PAnDA ARCHITECTURE

With the PAnDA we propose a novel FPGA architecture,
which aims to overcome challenges arising when shrinking
device sizes and provide significantly more resources for
reconfiguration [26]. To achieve this, the PAnDA architec-
ture features CTs, the effective device sizes of which can be
altered by configuring them in various ways to compen-
sate for intrinsic stochastic variability affecting the char-
acteristics of the individual devices. As can be seen from
Fig. 5, the architecture allows designs access to the
transistor and function levels of the device. This enables
designs not only to configure the logic levels, as would
traditionally be the case, but also changing the underlying
analog level is possible.

During the PAnDA project, we aim to design and
fabricate a number of full custom prototype chips to test
and analyze features of the proposed PAnDA architecture
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in Fig. 5. The first of these prototype is currently being
fabricated in a 40-nm technology and is expected early 2013.
The aim of the first PAnDA prototype is to test the CT and
CAB architectures, which are described in this section.
Although the routing within a CT or CAB is fixed, the
interconnect between CABs on the prototype chip uses a
multiplexer-based switch matrix. However, due to the high
computational demand required to perform simulations of
the architecture, a simplified interconnect was used in the
case studies presented Section 7, in which the CABs directly
connect to each other. The higher level entities (i.e., CLB
and Cell) shown in Fig. 5 have not yet been designed or
implemented and are deliberately left for future work and
the inclusion in a later prototype PAnDA chip.

6.1 Configurable Transistor

The CT is the smallest reconfigurable element of the
PAnDA architecture. As can be seen from Fig. 6, the CT is
a device formed from seven PMOS or seven NMOS
(depending on whether it is a NMOS or PMOS CT)
transistors (A/0...M6) that are connected in parallel. Each
of the seven transistors can be individually turned on or off
via opening or closing a switch (S0...56) that connects
their gate to a common gate connection (CG). The states of
the switches are controlled via configuration bits stored in a
configuration static random access memory (SRAM).

Although the PAnDA CT is similar to the PT in the
Heidelberg FPTA, it is much smaller in area, as it only has
seven transistors instead of 20. This also reduces the
amount of configuration switches required on the gate of
each transistor. This reduction is achieved as all transistors
in a CT are minimum length (as you would find in a
digital standard cell library), whereas the PT allows
devices of different lengths, which are required for analog
design. The PAnDA CT also has a much finer uniform
increment in transistor width than the PT, which has a
quadratic spaced increment.

A PAnDA CT will consume at least 7 x more area than a
conventional device. If the conventional device were
fabricated larger, in terms of both length and width, then
it would take up far less than 7 x the area and suffer less
from the effects of intrinsic variability. However, such a
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device would also consume more power and would not
benefit from the performance benefits of a smaller device,
for which the fabrication process has been optimized. It
would also be of a fixed size.

The PAnDA CT design exploits the fact that a number of
CMOS transistors of the same gate length (L) can be
connected in parallel to form a device that is equivalent to a
single transistor of the same length and with the sum of the
individual widths (W). For example, connecting two
transistors in parallel, where the size of one is !} =120
and the size of the other is ¥ =101 would result in a
device that is equivalent to a transistor with - = 30 Thjs
allows the characteristics (i.e., the drive current) of the CT to
be controlled to overcome the effects of intrinsic variability.
Alternatively, the CT may be able to take advantage of the
effects of intrinsic variability to implement a device with a
characteristic outside of what would be classed as normal
device behavior (i.e., lower power consumption).

The ability to control the CT characteristics provides
many benefits that are not found using a fixed size single
device, such as the ability to speed up/slow-down certain
paths of a digital synchronous circuit to meet critical timing
requirements and reduce power consumption. The overall
clock speed of a synchronous circuit could also be improved
if a faster variant of the devices that make up the critical
path(s) were discovered. Alternatively, it would also be
possible to change the mode of a circuit dynamically at
runtime, to increase performance or reduce power con-
sumption depending on the load or potentially the charge
remaining in the battery (if it were in a portable device).
Additionally, the CT is inherently fault-tolerant, so if one or
more of the CT transistors develops a fault, another
transistor or combination of transistors could be dynami-
cally turned on to regain functionality of the design, albeit
with a slightly different speed and/or power consumption.
Such a fault tolerant capability would be much faster to
regain circuit functionality with similar performance than
re-configuring and rerouting part, or in the worst case
scenario all, of the design.

The transistor sizes used in the PAnDA CT are Lg ¢ =
40 nm and Wy_g = [120, 120, 140, 160, 180, 200, 220]nm. Mini-
mum width and length are constrained by the smallest
device sizes that are allowed according to the design rules
of the 40-nm technology in which the PAnDA prototype
will be fabricated. The increment size is a tradeoff between
the width precision required (a minimum of 5nm is
required by the design rules) and the number of transistors
in a CT. An increment of 20 nm is chosen as half the
minimum feature size of the technology used, which will
provide a suitable value range when optimizing for effects
of stochastic variability. The maximum size is determined
by the effective width of combining the smallest two
transistors in the CT minus the increment (i.e., 120 nm +
120 nm = 240 nm — 20 nm = 220 nm). This allows the CT to
have a continuous range of widths between 120 and
1,140 nm in increments of 20 nm.

The I —V curves that characterize all width configura-
tions of an NMOS CT both with and without the effects of
stochastic variability are shown in Fig. 7. The data for
the I —V curves were generated using Gold Standard
Simulations Ltd’s (GSS) RandomSpice statistical circuit
simulator [27] with 100 stochastic variability runs to capture
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Fig. 7. I — V characteristics for all 128 possible width configurations of a
NMOS CT (lines). The drain-source voltage (V) is plotted on the z-axis,
the drain-source current (I,) is plotted on the y-axis, and the gate-
source voltage (V) is 1V. The effective width of the CT corresponding
to certain I —V curves are shown on the right. When the effects of
stochastic variability upon these 128 width configurations is considered,
the behavior of each I — V' curve becomes less distinct and falls within
the shaded region.

the statistical variations. RandomSpice uses a library of
stochastic variability enhanced BSIM4 device models, which
are derived and extracted by GSS from 3D atomistic TCAD
simulations. From Fig. 7, the increase in current that the
NMOS CT can produce as the width of the NMOS CT
increases can be seen. However, when looking at the effect
stochastic variability has upon the CT, it is no longer possible
to see a clear correlation between CT width and output
current. In fact, it is possible that a NMOS CT with a larger
width may produce less current than a CT configured with a
smaller width (or vice versa) due to the effect of stochastic
variation upon the device.

The 128 different configuration options for the CT allow
it to be configured with 47 unique widths between 120 and
1,140 nm, and there is generally more than one possible
combination of transistors to achieve a certain width of the
CT, as can be seen in Fig. 8. This redundancy will help
when optimizing for stochastic variability, because it is
expected that different combinations for the same width of
the CT will exhibit different behavior in terms of stochastic
variability. In addition, such redundant behavior will prove
invaluable when considering partial, dynamic reconfigura-
tion, for instance, for fault recovery. This is demonstrated in
Fig. 9, which shows the I —V curves for the five different
configuration options for a NMOS CT with width 460 nm.
Once again the data for the I —V curves were generated
using GSS’s RandomSpice simulator [27] with 100 stochastic
variability runs to capture the statistical variations.

Providing more reconfiguration capabilities, however,
comes at the cost of adding additional configuration
circuitry, which introduces parasitic effects (i.e., resistance
and capacitance) that may degrade the performance of the
CT. Hence, there is always a tradeoff to be made between
lowering the performance and increasing variability and
fault tolerance of the design. In this case, the ratio between
transistors that process user signals and those used for
configuration purposes is 1 : 11. This number is calculated
by comparing the seven “user” transistors with the number
of transistors required for implementing switches (5T) and
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Fig. 8. The distribution of all 128 possible width configurations of a
NMOS CT in the PAnDA architecture.

configuration SRAM (6T). Note that this number will
slightly increase when also taking memory controllers and
interconnect into account at the CAB level, which is
discussed in Section 6.2.

6.2 Combinational Configurable Analog Block
(CCAB)

CCABs represent the next level of entities to the CTs, and is
denoted as the CAB level in Fig. 5. The purpose of a CCAB
within the PAnDA architecture is to represent basic logic
blocks that can be implemented on the FPGA fabric. In this
respect, a CCAB is the PAnDA equivalent of a LUT in a
conventional FPGA. Due to the use of CTs and the native
transistor implementation of the logic function (instead of
addressing value stored in memory like a LUT), the CCAB
requires significantly more area than a conventional LUT.
However, the tradeoff for increased area is the ability to
modify the speed, power consumption, and drive strength
of the logic function that the CCAB implements, which is
not possible with a conventional LUT in which all transistor
sizes are fixed. This will allow the CCAB to compensate for
the effects of intrinsic variability at the logic level by
reconfiguring its CTs, in addition to providing tolerance to
faults that occur in the CTs that make up the logic function.

With conventional CMOS design in mind, the PAnDA
CCAB consists eight PMOS CTs and eight NMOS CTs
arranged in a CMOS-like structure, where all source and
drain terminals are directly connected and are nonconfigur-
able (see Fig. 10). The decision to remove the switches in the
source-drain paths was made to reduce the ratio of design
to configuration circuitry and also because previous work
on FPTA architectures has shown that the parasitic effects
(i.e., resistance and capacitance) that are introduced by
inserting switches in the source-drain paths between
MOSFETs can have a significant impact on the character-
istics of the functioning circuit [9], [10]. The CCAB
architecture could be implemented on the Heidelberg
FPTA; however, all the routing switches between the
source, gate, and drain connections of each PT would
significantly degrade the overall performance of the design.
The CCAB also contains a configurable interconnect block,
which uses an analog multiplexor-based switch matrix to
route signals from the CCAB inputs to the gate terminals of
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Fig. 9. I — V characteristics of the five different configurations for width 460 nm of a NMOS CT (a) and the affect of stochastic variability upon each of
the five width configurations (b-f). The drain-source voltage (V) is plotted on the z-axis, the drain-source current (/) is plotted on the y-axis, and
the gate-source voltage (V) is 1 V. The figure illustrates that when variability is taken into account, the five different width combinations for the same

effective width could each perform significantly different.

the CTs. A CCAB features three inputs and two outputs
(one of which is an inversion of the other output) and is
illustrated in Fig. 10.

The configurable interconnect maps the CCAB inputs to
the gate terminals of the respective PMOS and NMOS CTs
for the configured logic function and is controlled via
configuration bits stored in a configuration SRAM. The
configurable interconnect block has 14 outputs (labeled P1-
P7, N1-N7 in Fig. 10), each of which connect to the

8 PMOS
CT's

Iﬁﬁﬁi CCAB
| Outputs
D _J_’g_
Do
O _ﬁ,_\F_

Configurable
Interconnect
Block

8 NMOS

Fig. 10. CCAB of the PAnDA architecture. The configurable interconnect
block maps the CCAB inputs to the gate connections of all PMOS (P1-
P7) and NMOS (N1-N7) CTs (denoted by dashed lines), which
determines the logic function of the CCAB.

correspondingly labeled gate of one of the CTs in the CCAB.
Each output serves either to involve the corresponding CT in
a logic function, to render the CT effectively transparent in
terms of the role it plays in the logic function or to turn off
the corresponding CT. The CCAB currently has eight
different configuration options, providing 16 different 1-,
2-, and 3-input logic functions, shown in Table 1, using
either the standard output or inverted output.

To keep the ratio between transistors that process user
signals and those used for configuration purposes low also
on the CCAB level, the configuration options of the CCAB
have been constrained in such a way that the basic logic
functions that can be realized are restricted to those in
Table 1. Although this saves configuration circuitry and

TABLE 1
The 16 Configurable Functions of the PAnDA CCAB

Function Function

Configuration  (Standard Output) (Inverted Output)

0  Inverter Buffer

1 NAND-2 AND-2

2  NOR-2 OR-2

3 NAND-3 AND-3

4  NOR-3 OR-3

5  AND-OR-INV-21 AND-OR-21

6  OR-AND-INV-21 OR-AND-21

7  PROG-AND-OR-INV-2  PROG-AND-OR-2

The PAnDA CCAB has two outputs (one is an inversion of the other), so
can perform two functions for each of the eight configurations.
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Fig. 11. The effect of stochastic variability upon 100 physical instances of the PAnDA architecture configured to perform the ISCAS C17 Benchmark.
The results show both the worst-case rise (a) and fall (b) propagation delay with respect to average dynamic power consumption. The physical

instance selected for optimization is highlighted.

improves the performance of the design, the ratio for the
CCAB is 1:23 (also taking CTs into account), which is
slightly higher than in the case of the CT due to the
additional configurable routing required to map the basic
logic functions and inputs.

The fundamental ideas and architectural features have
been described and a number of case studies will now be
presented to demonstrate performance improvements that
can be achieved using the PAnDA architecture.

7 CASE STUDIES

The ISCAS C17 circuit and a 2-bit multiplier are used as
benchmarks to demonstrate how the PAnDA architecture
may improve the performance of circuits that are mapped
onto it. The performance of the mapped circuits is assessed
by calculating the propagation delay of the slowest
transition, as this will limit the overall speed of the design
and the average dynamic power consumption across all
transitions. Both circuits are manually mapped to the
PAnDA architecture and implemented by setting the
appropriate configuration options in the netlist implement-
ing the PAnDA CCABs including configuration circuitry.
An automated design mapping methodology is planned for
the future and will be discussed in Section 8.

This work represents an initial study of the PAnDA
architecture in statistically enhanced SPICE simulation. To
be able to accurately simulate the effects of stochastic
variability, RandomSpice and a library of statistically
enhanced compact models from GSS are used once again.
These models make it possible to simulate the creation of
“virtual physical instances of a chip,” i.e. the results
presented are obtained with specifically configured SPICE
decks that simulate the random differences between dies
after fabrication. This allows us to predict how the
performance of mapped designs will vary on the PAnDA
architecture when fabricated in modern deep submicron
processes. A prototype chip of the PAnDA architecture
is currently being fabricated in 40-nm CMOS technology.

A “virtual physical instance” for each circuit, which is
seen to be greatly affected by stochastic variability, is

optimized for dynamic power and propagation delay by
exploiting the transistor level configuration options of the
PAnDA fabric, i.e., varying the widths of the CTs by altering
the configuration. Optimization of the PAnDA fabric for
each circuit is performed using ngenics’ MOTIVATED
technology, which combines multiobjective bioinspired
algorithms with a massively parallel SPICE simulation
engine, which is compatible with GSS” RandomSpice [28].

All SPICE simulations during the statistical variability
analysis and physical instance optimization were performed
on a 48-core Intel core 2 cluster running at 2.83 GHz with
96-GB RAM. The total runtime for the optimization of each
physical instance was approximately 4-5 days.

7.1 ISCAS C17 Benchmark

The ISCAS C17 benchmark circuit comprises of six NAND
gates, which are implemented via six CCABs in the PAnDA
architecture, which are configured accordingly. The initial
transistor sizing of the design corresponds to typical values
found in the 40-nm standard cell library used for designing
the PAnDA prototype chip to provide a fair and realistic
comparison with the resulting circuits after optimization.
The results of the statistical simulations performed using
RandomSpice of the ISCAS C17 benchmark implemented
on the PAnDA architecture can be seen in Fig. 11. Each
point in the figure represents a physical instance of the
PAnDA architecture implementing the ISCAS C17 bench-
mark using an identical configuration. From the figure, it is
possible to see how stochastic variability has effected the
rise and fall propagation delay and dynamic power of 100
virtual instances of the PAnDA architecture. The spread of
each performance measure is pushing the bounds of 30 and
in the case of the outlier in Fig. 11b, the worst case fall
propagation delay is just beyond 60 away from the mean.
Such deviations from the mean can significantly impact the
yield of such designs, especially if they are part of a timing
or power critical circuit. This highlights the potential for the
PAnDA architecture to alleviate such issue by reconfigura-
tion of the CTs. To demonstrate this, a virtual instance that
was seen to be significantly affected by stochastic variability
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Fig. 12. The Pareto fronts for the optimized CT configurations of the selected physical instance for the ISCAS C17 Benchmark. The results are
shown in terms of rise (a) and fall (b) worst-case propagation delay and average dynamic power consumption with respect to the unoptimized
physical instance. Note the slight change in the scale of the axes compared with Fig. 11.

was chosen for optimization and is also highlighted in
Fig. 11. MOTIVATED is then run on this virtual physical
instance for 200 generations, optimizing the design for
propagation delay and dynamic power consumption, and
the results are shown in Fig. 12.

As can be seen from the figure, the resulting population
contains a Pareto front of solutions that feature significantly
faster propagation delay at the expense of dynamic power
when compared with the selected virtual instance. There is
generally a tradeoff between reducing power consumption
and increasing speed when optimizing performance of a
design. This is also highlighted by the shape of the Pareto
fronts, shown in Fig. 12, resulting from the multiobjective
optimization. However, solutions exist toward the tail of
the Pareto front, where there is a more moderate improve-
ment in propagation delay and a slight reduction in
dynamic power compared with the selected virtual in-
stance. Comparing one of these solutions to the unopti-
mized physical instance it can be seen that there is an
improvement in rise and fall propagation delay by 29 and
18 percent, respectively, and an improvement in dynamic
power by 11 percent. Considering the spread of propagation
delay and dynamic power due to the effects of stochastic
variability in Fig. 11, if this optimized configuration for the
CT widths is used for this physical instance, then the
position of the physical instance in the scatter cloud would
move from the top of the cloud (as highlighted in Fig. 11)
toward the center of the cloud. This implies that manipulat-
ing the widths of the CTs within the PAnDA fabric can help
overcome the affects of stochastic variability postfabrication
on an instance-by-instance basis and bring the chip back
toward the target specification. Once the fabricated PANDA
chips have arrived, this investigation will be extended to
verify these results and to look at the impact of optimization
on a greater number of physical instances.

7.2 2-Bit Multiplier

The 2-bit multiplier benchmark circuit consists of six AND
gates, two NAND gates, and two OR-AND gates; hence,
10 CCABs are used to implement this design. As in the

ISCAS C17 case study, initial values of the transistor sizes of
the logic gates corresponds to those found in the 40-nm
standard cell library used for designing the PAnDA chip.
Again, this provides a fair and realistic comparison between
the selected physical instance (defined by the initial
transistor sizing) and the population of optimized solutions.
The results of the statistical simulations of the 2-bit
multiplier benchmark using RandomSpice can be seen in
Fig. 13, which shows how stochastic variability has affected
the propagation delay and dynamic power. The virtual
instance that was seen to be greatly affected by stochastic
variability and was chosen for optimization is also high-
lighted. MOTIVATED is once again run on the virtual
physical instance for 200 generations and the resulting
Pareto fronts are shown in Fig. 14.

As in the previous section for the ISCASC17 benchmark,
the figure shows the resulting population containing a
Pareto front of solutions that feature significantly faster
propagation delay at the expense of dynamic power when
compared with the selected physical instance. However,
unlike the previous case study, no solution was found after
200 generations that showed a reduction in dynamic power
consumption when compared with the selected physical
instance. This is most likely attributed to the fact that the
initial CT width configuration of the physical instance is set
at the lower end of the CT width range, which means that
when the CT is reconfigured it is more likely to choose a
width that it larger than that of the initial configuration
and, therefore, consumes more power when the CTs are
switching. The effect could also be exacerbated by the
stochastic variations present in the transistors of the CTs in
this physical instance that are not activated in the initial
configuration. In the future, further optimization runs will
be conducted to see if the results presented in this paper
are conclusive.

Despite the increase in dynamic power, it is still possible
to extract a configuration from the Pareto front with
improved propagation delay, which would result in bring-
ing the timing of this physical instance for the 2-bit multiplier
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Fig. 13. The effect of stochastic variability upon 100 physical instances of the PAnDA architecture configured to perform the 2-bit multiplier
Benchmark. The results show both the worst-case rise (a) and fall (b) propagation delay with respect to average dynamic power consumption. The

physical instance selected for optimization is highlighted.

problem back toward the center of the stochastic variability
scatter cloud (shown in Fig. 13) and once again enabling
similar functionality to that of the target specification, albeit
at higher power. Therefore, it is possible to say that once
again this method of postfabrication optimization using the
novel features of the PAnDA architecture could also
improve the yield of a potentially broken device.

8 CoONCLUSION AND FUTURE WORK

This paper introduces a novel FPGA architecture, namely
the PAnDA architecture. PAnDA is a hierarchical architec-
ture, which consists of CTs, CABs, CLBs, and interconnect.
At the highest CLB and interconnect level, PAnDA
is similar to current commercial FPGA architectures.
However, at lower levels it is the presence of CTs, CABs,
and their programmability, which are unique to PAnDA.
These additional levels of granularity provide access to a
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lower level of electronic design, i.e., the transistor (CT) and
function (CAB) level, which enables the properties of the
architecture at the analog level as well as at the digital level
(CLBs) to be changed.

It is intended that the PAnDA architecture will close the
gap between the analog design of standard cells and the
design of reconfigurable digital systems based on standard
cell libraries, by providing a design platform that is
reconfigurable on both the analog and digital levels. The
focus is to configure PAnDA with digital designs and
optimize them in multiple stages at runtime, by manipulat-
ing their properties and improving the intrinsic variability
of parts of the circuit by changing device sizes of the
underlying analog layers. This is a novel approach to
synthesizing and optimizing designs on programmable
logic devices, which is not possible with any currently
existing commercial FPGA.
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Fig. 14. The Pareto fronts for the optimized CT configurations of the selected physical instance for the 2-bit multiplier Benchmark. The results are
shown in terms of rise (a) and fall (b) worst-case propagation delay and average dynamic power consumption with respect to the unoptimized
physical instance. Note the slight change in the scale of the axes compared with Fig. 13.
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As a result of stochastic variability both performance and
reliability of electronic designs decreases, which leads to a
lower production yield. It has been shown in this paper that
the PAnDA architecture can successfully recover perfor-
mance of a design with respect to low power consumption
and even significantly improve performance with respect to
speed (shorter propagation delay) when fabricated in deep
submicron processes that suffer from the affects of intrinsic,
stochastic variability. Similar affects caused by faults can
likewise be addressed by the architecture.

This has been successfully tested in two real-world case
studies, the ISCAS C17 benchmark circuit and a 2-bit
multiplier using a simulation model of the PAnDA
architecture, of which a prototype chip is currently being
fabricated and is expected to be available in early 2013. In
the case of the ISCAS C17 benchmark, speed could be
improved and low power consumption could be recovered
when compared with the unoptimized physical instance.
Whereas only speed could be improved at the expense of
power for the 2-bit multiplier. In both cases, this would
correspond to improved yield figures in the case of
fabrication with respect to meeting timing specification.

Furthermore, the compatibility with commercial FPGAs
on the CLB level, together with the additional configuration
features on CAB and CT level and the possibility of applying
postmapping design optimization techniques on those levels
indicates significant potential of PAnDA to be a next-
generation FPGA architecture. The significantly accelerated
execution of hardware, as opposed to statistical SPICE
simulation, will enable us to investigate the optimization of
large scale digital circuits on multiple layers of abstraction
using novel bioinspired approaches in future work.

The PAnDA project has a number of strands of research
that are being investigated currently or in the future. First,
further prototype chips are planned for fabrication over the
next two years to test and analyze designs for all entities in
the PAnDA architecture, in addition to alternative transistor
motifs and on-chip measurement circuits. Second, once the
first prototype PAnDA architecture has returned from
fabrication, we plan to investigate methods of measuring
the intrinsic variability across chip and creating a “varia-
bility map” of each prototype chip. This map could then be
used by the mapping and optimization tools to reduce the
impact of intrinsic variability on a design and/or improve
the designs performance, without the need for continuous
on-chip measurements. Finally, a software framework is
being implemented for the PAnDA architecture that will
interface with other commercial tools to allow designs
written in VHDL or verilog to be automatically synthesized,
mapped, and optimized on the PAnDA chip.
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