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Abstract 
Desigii considerations arc presented for rarlgefiilders 
wliiclii ernploy active triaiigulatinri. Tlie geometric 
tradeoffs for coiiveritiorial triangulation gcoirietries are 
identified, aiid the way i n  wliicli tliesc can be iiiiii- 
irnised using a synchronized scaiiiiiiig approach is dc- 
scribed. We compare the perfurlrialice of the cliarge- 
coupled device (CCD) and lateral-effect pliotocliode 
(LEP) as active rangefinder iriiage seiisors m i d  discuss 
the benefits arid drawbacks of different optical !sniirces 
(lasers arid LEDs). We predict the pcrfnrinance of a 
large depth of field laser/LEP seiisor arid coinpare real 
results with theoretical prediction. 

1 Introduction 
The development of good SCIISOI’S i s  a central area of robotics 
research. Sensors which can provide accurate and reliable in- 
formation at  a high bandwidth are essential for efficient and 
robust execntion of robotic tasks. This fact has incitivated tlie 
development of a iiew ranging sensor, which is based on ac- 
tive t riangiilation, and wliicli is being developed to work over 
the short-inediiim ranges required for rnanoenvring in a clut- 
tered environnient. For a lateral-effect diode (LEP) bz~sed sen- 
sor, we show that  we can iiiaintaiii a range accuracy of 1% 
at  bandwidths suitable for real-time plannirig. This accuracy 
compares well with other rangefinders available at cornpara- 
ble cost. In addition, we have extended the applicatiori range 
of LEPs, which are iiorinally used at  fixed raiige:; an t i  small  
depths of field, or with retroreflective targets. 

This paper is partly tutorial, resiiltiiig froin a prograinme 
of work to determine the best configuration for an obstacle 
avoidance rangefinder. This discussion i s  of relevance to anyone 
involved in using or  constriicting range sensors. At  each stage, 
we describe the design choices for our sensor. Later sections 
predict and suniinarize tlie accuracy aclii 

I n  the following section, we review briefly some popular op- 
tical ranging techniques. C:onipreheiisive reviews of ranging 
techniques can hc found i n  [I] ,  [4] and [SI. Sectinri 3 defines 
t.lre specification of a wide field of view, large depth of field 
ranging sensor. Subsequently, the tlesigii tradeoff‘s in  tlie coil- 
striiction of rt standard active triangulation gcoiiietry itre elri- 
cidatetl, and the way in which synchronised scaiiiiiirg c a n  niin- 
iinizc these performance tradeoffs is described. I n  sectiori 5,  
the lateral-effect photodiodes is described and, i n  the following 

section, its performance is compared with that of the CCD. 
Section 7 compares coherent and incoherent optical sources in 
active ranging applications with particular emphasis on laser 
eye safety. In section 8, tlrc: tlicoretical performance of an LEP 
b a s d  ranging systeirr is calculated arid compared with real re- 
SUI t s. 

2 Optical ranging techniques 

2.1 Passive Vision Techniques 
Passive visioii provides the most comprehensive source of sen- 
sory information; but the projection of a 3-D scene into a 2-D 
image engenders ambiguity, making the 3-D reconstruction of 
the sceiie difficult. The human eye-brain visual systein per- 
forriris 3-D reconstruction from a pair of colour intensity images; 
thus, althougli the hardware for processing inforination is very 
different and tlie existence of algorithmic parallels between the 
machine vision and psychophysical vision worlds is debatable, 
there is proof (by existence) that  excellent performance can 
be achieved. This, in p’art, has motivated research in areas of 
passive machine vision whiclh exploit the visual depth cues of 
stereo disparity, camera and object rnotion (“structure from 
inotion”), shadows and occlusions, surface reflectance (“shape 
from shading”), and texture gradients. 

The practical difficulty of passive machine vision techniques 
in the real-time execution of robotic tasks is tlie high bandwidth 
of data  which is expensive to process. Often the use of passive 
vision is precluded, since processing time limits the bandwidth 
of range inforination below Iliat required for a specific real-time 
task. 

2.2 Active trianguilation 
Act.ive t.riangalatiori techniques have been used extensively 
[ 2 ,  3 ,  10, 111 to provide a workable solution to the 3-D imaging 
problein. Air attractive feature of all such systems is that in- 
stances of a featureless scene, as encountered by passive stereo 
systeiiis, are eliniinated. Scene coverage can be achieved either 
h y  scanning a spot or line stripe, or by projecting a pattern of 
clots or lines on to  the area ‘of interest. 

2.2 1 

I n  sciinning systems, either a light spot ,  or a light stripe ex- 
panc!eti from a spot using a cylindrical lens, is scanned. Using 

S cariiiiiig t echriiqiies 

2047 0-7803-0737-2/92$03.00 19920IEEE 



such techniques, there is no correspondence problem, since only 
one poi tiuri of the bLene is examined at  any time. 

A light stripe is attractive for applications in which the 
scanned beam is accessible to the human cye, since it presents 
a much smaller eye hazard for a given amount of laser power 
output. Stripe projection, however, can only be used with 2-D 
segmented detectors such as the CCD. I n  addition, stripe sys- 
tems have poor immunity to ambient light because the signal 
power is dispersed over a large image. This nieans that a longer 
integration time is required to obtain the same signal level as 
a spot system and, as a result, the  noise due to ambient light 
will be increased. 

2.2.2 Projected pattern tecliiiiques 

Active triangulation systems have been developed in which a 
pattern of dots or lines are projected in order to cover all parts 
of the scene simiilt,aueously. With t,liis approach, t,hr bantl- 
width of the sensor is increased and the need for potentially 
expensive and complex scanning is obviated at  the expense of 
reintroducing the correspondence problem. Some systems have 
tackled this correspondence problem or  node labelling problem 
using coding of line thickness, space or colour. Others have 
utilised two or more different viewpoints of the pattern or ha.ve 
constructed trinocular systems consisting of one camera and 
two projectors [3]. 

2.3 Optical radar 
Optical radar (lidar) is a time of flight method. For the rel- 
atively short distances involved with autonomous vehicle op- 
eration, the speed of light is too great to measure the round 
trip of light pulses. Instead, the phase relationship between 
an amplitude modulated light beam (laser, or collimated LED 
as in [SI) and its reflection is used t,o calculate the round-trip 
time. This ranging method is inore practical than triangulation 
in outdoor environments where, a t  large ranges, triangulat,ion 
becomes inaccurate. In addition, the missing parts problem, 
which is a characteristic of any stereo/triangulat,ion system, is 
eliminated, since the transmitted and received beams are co- 
axial. However, over short ranges, such systems are generally 
of low accuracy when compared with active triangulation sys- 
tems. 

3 Sensor specification 
Consideration of the various ranging techniques presented i n  
the robotics literature has led us to believe that  active trian- 
gulation schemes offer the greatest potential for acquiring the 
short-medium range data  required for aiitononious vehicle ob- 
s t  acle avoidance. 

A prototype ranging device using active triaiigulation and 
a synchronised scanning technique is under development. At 
present, our development consists of a scanning camera head, 
interface electronics, and a software package whicli runs 011 a 
PC. The functions of the software include calibration of the sen- 
sor, statistical analysis of range measurements, and the presen- 
tation of range images. Ultirnat.ely, the sensor will be interfaced 

P 

Figure 1: O n e  dimensional act ive t r iangulat ion geometry 

to a transputer and will be used in the inipleinentation of an 
obstacle avoidance controller for a Robuter mobile platform. 

The performance specification of our  obstacle avoidance sen- 
sor is given below in order to illustrate, in further sections, o u r  
choice of triangulation geometry and image sensor. 

horizontal scan angle: 40 degrees 

samples per horizontal scan: 100 

vertical scan angle/stripe divergence angle: 30 degrees (- 
25 - $5  degrees) 

samples per vertical scan: 10  

minimum range: 0.4111 

rnaxiiniirn range: 2.511~ 

time for full scan: 0.1-1s 

o laser safety: class I (exempt) 

4 Triangulation geometries 

4.1 Conventional geometries 
The basic geometry of active triangulation is shown in fig. 1. It 
can be seen that the axis of detection is determined by object 
range along the projection axis, and the position of the princi- 
pal point of the light collecting lens. Simple geometric analysis 
of fig. 1 can be used to reveal the tradeoffs in the design of tri- 
angulation systems. If we assume that  the range of the object 
is large compared with the focal length of the collecting lens, 
then the focal plane is a t  a distance f from the principal point 
of the lens and: 
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z = ztai18 (2) 
In the limit, the ratio of image resolution to range resolution is 
defined as the triangulation gain (G,) and, from ( l ) ,  is given 
by 

This shows that  ranging accuracy, for a given image resolution, 
is proportional to  source/detector separation and focal length, 
and decreases with tlie inverse square of range. In a scanned 
ranging system, there is an additional effect on ranging accu- 
racy developed by the error in measurement of the projection 
angle. From (1) we have 

(4) 
88 - dc0s28 - - G o = -  
i ) Z  ZZ 

The effect on ranging of each of the geornetrical/optical parain- 
eters of fig. 1 can be summarised as 

Baseline: A small baseline gives a conipact sensor ant1 en- 
sures a good immunity to the missing parts problem. On 
the other hand, a large baseline improves range :resolution. 

Detector length und focal length: A larger detector length 
can provide either a larger field of view or an improved 
range resolution or a limited degree of both, depending on 
the choice of focal length relative to the detector length. 
(A short focal length gives a large field of view at  the 
expense of accuracy. A long focal length gives a good 
ac:curacy a t  the expense of field of view.) However, the 
geometric benefit from an increased detector length must 
be offset with increased sensor head size and a degradation 
of electrical characteristics. (For an LEP this would mean 
a lower bandwidth and a possible increase in both t.herma1 
arid shot noise.) 

To satisfy the depth of field requirements set out in section 
3 ,  whilst observing the above tradeoffs, we have chosen the 
following parameters for our camera head: baseline d = l O c ~ n ,  
focal length f = 5 c m ,  and detector length P = IIc7n. Our 
triangnlation gain is thus given by fd = o . o o ~ ~ ? .  ~n order to 
use the whole of tlie detector length for the field of view tlie 
detection and projection axes are tilted towards each other b y  
8 degrees. 

4.2 Synchronised scanning 
Geometries based on synchronised scanning are employed i n  
multi-diriiensional ranging in order to maintain a more uniform 
triangulation geometry as tlie sensor scans over the scene. This 
uniformity minimises the tracleoffs that have to be made i n  the 
scanning geometry of the previous section. Oornen and Ver- 
beek [7] introduced a lateral synchronization scheme in which 
the opt,ical source scanned in a direction perpendicular to tlie 
detector field of view. We have adopted a longitudinal synchro- 
nization scheme, as suggested by Rioux [9], in which the scan 
direction is parallel to the detector field of view. The basic ge- 
ometry of longitudinal synchronised scanning is schematically 
illustrated in fig. 2 .  In this geometry, the scanned beam is 
tracked by an imaging mirror so that the angular separation 

Figure 2 :  Schematic synchronised scanning geometry 

between the projection and the detection axes remains con- 
stant. (Note that  it is more difficult to keep the triangulation 
baseline constant over the scanning range because of a finite 
imaging mirror, imaging lens separation.) This means that the 
field of view of the detector rotates with the projection an- 
gle and that, to a first approximation, the scanning motion is 
subtracted from the image of the projected beam. Thus, the 
position of the image on the detector is much more dependent 
on range than 011 projection angle and nearly the whole of the 
detector length can be used to monitor range. 

Simple geometrical analysis applied to this scheme yields 

fd 2 d . 
z = -cos 0 + --sa7128 

11 2 ( 5 )  

and L is again given by ( 2 ) .  The effects of image resolution 
and scan angle resolution on range accuracy can be described 
by  the equations 

(7)  
1 

dcos20 - ?ztun8 
Ge = - 

Benefits of this geometry include 

Reduced susceptibility to angular error in scanning ( 7 )  as 

Focal length can be adjusted to trade off resolution and 
depth of field ( z  range), as in a conventional geometry, but 
now there is 110 reduction in field of view (x range), since 

compared to a conventio.na1 geometry (4). 
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this is dependent rnaiiily on the angle over which scanning 
takes place. This means that  there is no limitat,ion in the 
aspect ratio of the viewing area. 

Ambient light immunity is improved, because tlie field of 
view rotates with the projection angle. 

For our obstacle avoidance sensor, the basic triangulation pa- 
rameters given a t  the end of the previous subsection are em- 
bedded in a synchronised scanning camera head. 

5 The lateral-effect photodiode 
Lateral-effect photodiodes (LEPs), also known as position sens- 
ing detectors (PSDs), are less well known in the robotics con-  
munity than CCD sensors. This section is used to summarize 
their operation and characteristics before a qualitative com- 
parison with triangulation based CCD sensors is made in tlie 
following section. 

The  LEP is constructed from a slice of silicon with P and 
N doped layers forming a PN junction. Charge carriers are 
generated by light impinging on the device, are separated in 
the depletion region, and are distributed to the electrodes at  
either end of the device. Since the device has uniform resistivity 
in the implanted layers, photocurrent is divided according to 
the position of the centroid of light intensity. T h u s  the position 
of the light centroid relative to the centre of the device is 

Important characteristics of an LEP are: 

Spectrul response; A typical response woiild be from 400- 
1100 nm, peaking between 900 and 1000 nm. 

Frequency response For an LEP, bandwidth is mainly lini- 
ited by tlie resistance and capacitance of the device. A 
typical 1-D detector that  we have been evaluating has an 
active area of 1Ox2mm: R= 5 0 k 0 ,  C=15pF which gives a 
bandwidth of 2MHz.  

Image posit ion resolutzori 
Position resolution of the centroid of image intensity is a 
function of detector length and the signal to noise ratio of 
the detector and signal processing electronics. 

Detector noise 
Detector noise is the rms sninrnation of the shot noise 
of the dark current (reverse bias saturation current) and 
thermal noise from the resistive layer. I n  small area (1-D) 
LEPs thermal noise usually dominates, whereas in  larger 
area(2-D) LEPs, shot noise dominates. 

6 CCD/LEP comparison 
In a CCD, image resolution is dependent on the pixel density. 
If pixel size is small compared to the image size, sub-pixel ac- 
curacy may be obtained by fitting a curve through a set of 
pixel intensity values. This, however, iiicreases the cost and 
complexity of analysing the data. In contrast, an LEP is a 
continuum, and image position is derived from the normalised 

difference in current signals a t  the terrninals of the device. The 
resolution of this image position is a direct function of signal 
to noise ratio over the measurement bandwidth. This implies 
that a t  short ranges or with high power light sources, when 
the image irradiance is high, an LEP will outperform a CCD. 
At longer ranges and lower power light sources, a CCD will re- 
solve image position more accurately. For a given application, 
we must determine the range above which a CCD can improve 
on LEP resolution in  order to make a sensible choice of image 
sensor. 

In addition to a comparison of image resolution, bandwidth 
must be  considered (although the two are related through sig- 
nal averaging). In CCD based triangulation, measurement is 
restricted to frame rate, which, typically, may be 10kHz. For 
an LEP, measurement bandwidth is only limited by the capac- 
itance arid resistance of the device. For a l0x2mm 1-D LEP, 
this is around 2MHz although, i n  practice, measurement band- 
width in the signal processing circuitry must be restricted in 
the interests of signal to noise ratio. 

I n  addition to a comparison of image position resolution, the 
following points must be considered when comparing the two 
devices 

The segmented structure of a 2-D CCD provides us with 
the option of scanning a stripe of light to make 71 range 
readings per frame on a profile perpendicular to the sweep 
direction. LEPs (1-D and 2-D), however, can only employ 
flying-spot coverage. 

The LEP is much more insensitive to badly collimated 
light sources and tlefocnsing with range variations as com- 
pared with the CCD, since it integrates light intensity 
over its surface to provide image position. A CCD based 
system can combat these problems with peak detection 
circuitry and Scheimflng geometries. 

7 Optical sources and eye-safety 

7.1 Laser diodes or  LEDs? 
The coherence of the laser allows 11s to collimate into a very nar- 
row, parallel beam of light, bringing the advantages of specific 
localised probing of the environrrient and a small image size. 
I n  adclition, their spectral purity allows tlie use of very narrow 
hand optical filters to reject ambient light. T h e  great problem 
of a laser, when projected into an open environment, is the eye 
safety problem, which sets an upper limit on the power output. 
This limitation is more detrimental to LEP based sensors than 
to CCD based sensors. 

A light emitting diode (LED) is an incoherent light source 
which emits over a range of wavelengths. Although the refrac- 
tive index of glass varies with wavelength, the main problem 
in collimating an LED lies with its incoherence. Collimation 
is particiilarly difficult with high power LEDs since they ernit 
over a large area. Poor collimation brings the disadvantages 
of a large “footprint” of light which may straddle and blur 
features (edges, corners, etc) in the environment, cumbersome 
beam scanning, arid a large image size. The  great advantage 
of an L ~ E D  is that  there are no problems with eye safety. High 

2050 



power LEDs may be employed which eliminates the usual signal 
to noise problem encountered with LEPs. 

Preliminary experiments have shown that for the one- 
dimensional measurement of range, an LED/LEP based sys- 
tem can perform well. For iiialtitliinensional (scanned) ranging, 
particularly using CCDs, a collimated (or fanned) laser beam 
is the only realistic choice of optical source. 

Often, image sensors are most responsive to infra-led fre- 
quencies, however, for ease of use and for purposes of safety, 
we have chosen a visible laser diode as our optical source. 

7.2 Maintaining class I laser hazard 

For our sensor, we wish to maintain a class I (if scanning is 
guaranteed) or class I 1  (if scanning is not guaranteed) laser 
hazard classification so that  the vehicle workspace is always 
accessible to operators. This is in conflict with the laser output 
requirement for high accuracy, since accuracy degrades with 
decreasing signal to noise ratio. In designing a sensor, the 
measurement bandwidth must be able to support a. scanning 
frequency which is high enough to make a given laser power 
safe, yet a t  the same time the laser power must be high enough 
to give a reasonable accuracy at  the nieasurenient bandwidth. 

Class I status can be given to higher power lasers if we can 
guarantee laser scanning. Given that we can guarantee that 
the laser will be scanning over a minimum angle and above a 
mininiinni frequency, and given that  there is a rninirnurti accea- 
sible distance for a naked eye staring into the sensor aperture, 
the maximum laser output power can be calculated in order to 
maintain a class I hazard status. In order to permit the use 
of lasers that  are more powerful than l m W ,  a laser interlock 
mechanism has been developed which consists of a 'sweet spot' 
LED directed into the scanning mirror, the reflected beam of 
which scans across a monitor LEP. If the frequency or am- 
plitude of the monitor LEP image position signal falls below 
hardware set minima, t,lien the laser is shut down. 

8 Predicted Accuracy of an LEP 
Based Rangefinder 

The discrete nature of a CCD and its superior noise perfcr- 
inance, as compared to an LEP, meaii that, image resolution 
in a ranging system is more uniform over the sensor depth of 
field. However, LEPs are cheaper than CCDs and it i:; much 
simpler to extract image position from the sensor. In this sec- 
tion, we generate theoretical performance curves for an LEI' 
based sensor by varying range and measurement, bandwidth. 
These are normalised to projected power and cornpared to real 
data. Using this analysis we can determine wlietlier we can 
expect satisfactory performance from an LEP based system 
whose depth of field ranges from 0.4-2.511~. In the analysis, the 
effect of image resolution only is considered. 

Imag,e resolution for an LEP is 

(9) 

where P is the detector lengtli and 2 is the signal current to 
noise current ratio of the detection. 

If we assume that  the projected spot is small enough and 
distant enough to be treated as  a point source and that purely 
lambertian scattering occurs in tlie scene, then tlie total signal 
current I ,  a t  range T ,  for laser power PI, can be approximated 
by [51 

where, for our camera head design, the light collecting aperture 
A = 6crn2 ,  transmission in the light projection optics TI = 0.7, 
and transniission in the light collecting optics TZ = 0.8. Also, 
we will assnine an average scene reflectivity p = 0.7, and a zero 
angle of scene surface relative to the detector, 8 d  = 0. 

Noise cnrrent ( I , L )  in (9) is calculated from the detec- 
tor/prearnplifier noise density over the measurement band- 
width. The total detector noise density is the rms summa- 
tion of shot and thermal noise. For our device, dark current 
I d  = 100nA, R, = 50kR and assuming T = 298K: 

Note that we have ignored shot noise due to the signal current 
which is negligible compared to detector thermal noise in the 
rms su rnmation of noise sources. Preamplifier noise, including 
feedback resistor noise ( R ,  = 1MR) is given as: 

Calculating the rms of (11) and (12) gives the total current 
noise density ( I ? , )  for the detector-preamplifier combination 
as 0.645pAHz-4. This figure, along with (10) allows us to 
calculate image resolution froim (9) for any range or measure- 
ment bandwidth. Image resolution can then be projected to 
range resolution through the triangulation gain expressed in 
( 3 ) .  'Thus we have an equation for scene resolution: 

where 

Substituting our specificat.ions and assumed values, k = 
3.47xlO-'WHz-4 The  specification of section 3 sug- 
gested that a coniplete scan (1000 measurements) should take 
place every 0.1-1s. Thus by varying range over 0.4-2.5m and 
bandwidth from 1- lOkHz,  performance curves can be generated 
from (13) .  C:urves for a projected power of lrnw are given in 

At the niaxiniuin bandwidth required and a t  the maximum 
range, fig 3 illustrates that an average projected laser power of 
5inW is required in order to maintain the 1% accuracy specified 
in section 3 .  Without the use of a laser shutdown mechanism, 
1mW is the class I1 eye safety limit. In this case, fig 3 shows 
that the seiisor bandwidth hams to be limited to lkHz in order 
to maintain reasonable accuracy over the whole depth of field. 
Here, we should note that errors due to angular measurement 

fig. 3 .  
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Figure 4: Distr ibut ion of range measurements  for a 0.4~1%' 
laser 

also contribute to  the total error of a scanning sensor. For 
our sensor, scan angle is repeatable to 0.2rnrad. Equation (7) 
shows that  ranging error due to scan angle resolution is sinal1 
compared to ranging error due to a limited position resolution. 

Our sensor was tested with the scanner switched off antl a 
0.4mW (eye safe) laser was used t,o test ranging accuracy. A 
sample result for a target at l m  is shown in fig. 4.  The mea- 
sured standard deviation is approximately 5min whereas the- 
ory predicts an accuracy of approxirnately 3inni .  We have at- 
tempted to  approach white noise levels through the use of laser 
modulation and synchronous (lock-in) detection techniques. 
Fig. 4 demonstrates a range resolution of the same order of 
magnitude as theory predicts. Note that  the skew of the re- 
sults away from the Gaussian is due to the non-linearity of the 
calibration. 

9 Conclusions 
We have discussed active triangulation rangefinder design with 
a view to implementing a short-medium (0.4-2.5m) range ob- 
stacle avoidance sensor for mobile robots. This discussion has 
shown the implications of choosing various configurations in 
terms of accuracy and bandwidth. We have analysed the per- 
formance of an LEP based sensor, and shown that  a real sensor 
can be built which achieves a performance close to theoretical 
prediction. This sensor has been shown to have characteristics 
appropriate for realising a manoeuvring capability for a mobile 
robot. 
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