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Blind Adaptive Code-Constrained Constant
Modulus Algorithms for CDMA Interference

Suppression in Multipath Channels
Rodrigo C. de Lamare and Raimundo Sampaio-Neto

Abstract— A code-constrained constant modulus (CCM) design
criterion for linear receivers is investigated for direct sequence
code division multiple access (DS-CDMA) in multipath channels
based on constrained optimization techniques. A computationally
efficient recursive least squares (RLS) type algorithm for jointly
estimating the parameters of the channel and the receiver is
developed in order to suppress multiaccess (MAI) and inter-
symbol interference (ISI). An analysis of the method examines
its convergence properties and simulations under non-stationary
environments show that the novel algorithms outperform existent
techniques.

Index Terms— Interference suppression, multiuser detection,
DS-CDMA, constant modulus cost function, blind adaptive algo-
rithms.

I. INTRODUCTION

BLIND adaptive linear receivers [1]-[4] for DS-CDMA
systems are promising techniques for interference sup-

pression as they offer an attractive trade-off between perfor-
mance and complexity and can be used in situations where
a receiver loses track of the desired signal and a training
sequence is not available. A blind adaptive minimum variance
(MV) detector was introduced by Honig et al. in [1] and trades
off the need for a training sequence in favor of the knowledge
of the desired user’s spreading code. A disadvantage of the
method in [1] is that it suffers from the problem of signature
mismatch and thus cannot work in multipath environments.
Constrained MV (CMV) adaptive algorithms were proposed
by Xu and Tsatsanis [2] in order to operate in multipath
channels. They developed stochastic gradient (SG) and RLS
algorithms based on constrained optimization techniques that
jointly estimate the channel and suppress MAI and ISI.
Recently, a modified SG algorithm using the constant modulus
(CM) cost function was reported in [3] and then extended for
the multipath case in [4]. These CM-based SG algorithms are
quite effective for ISI and MAI rejection and outperform their
MV counterparts. In this letter, we present a CCM solution for
the design of linear receivers and develop a computationally
efficient blind adaptive RLS-type algorithm to jointly estimate
the channel and the parameters of the receiver.
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II. DS-CDMA SYSTEM MODEL

Let us consider the downlink of a synchronous BPSK DS-
CDMA system with K users, N chips per symbol and Lp

paths. Assuming that the channel is constant during each
symbol and the receiver is synchronized with the main path,
the received signal after filtering by a chip-pulse matched filter
and sampled at chip rate yields the (M = N + Lp − 1) × 1
received vector

r(i) =
K∑

k=1

Akbk(i)g(i) � sk + η(i) + n(i) (1)

where n(i) = [n1(i) . . . nM (i)]T is the complex Gaussian
noise vector with E[n(k)nH(i)] = σ2I, where (.)T and (.)H

denote transpose and Hermitian transpose, respectively, E[.]
stands for ensemble average, bk(i) ∈ {±1+j0} is the symbol
for user k, j2 = −1, η(i) is the ISI, the amplitude of user
k is Ak, the channel vector is g(i) = [g0(i) . . . gLp−1(i)]T ,
symbol � denotes convolution and sk = [ak(1) . . . ak(N)]T

is the signature sequence for user k.

III. CODE-CONSTRAINED

CONSTANT MODULUS RECEIVERS

Consider the received vector r(i), the M × Lp constraint
matrix that contains one-chip shifted versions of the signature
sequence for user k and the Lp × 1 vector g(i) with the
multipath components to be estimated:

Ck =

⎡
⎢⎢⎢⎢⎢⎣

ak(1) 0
...

. . . ak(1)

ak(N)
...

0
. . . ak(N)

⎤
⎥⎥⎥⎥⎥⎦ ,g(i) =

⎡
⎢⎣

g0(i)
...

gLp−1(i)

⎤
⎥⎦

(2)
The CCM linear receiver design is equivalent to determining
an FIR filter wk with M coefficients that provide an estimate
of the desired symbol b̂k(i) = sgn(�(wH

k (i)r(i))), where
sgn(.) is the signum function, �(.) selects the real component
and wk is optimized according to the CM cost function:

JCM (wk) = E
[
(|wH

k r|2 − 1)2
]

(3)

subject to the constraints given by CH
k wk = ν g, where

Ckg = g � sk, g is the vector that contains the multipath
gains that are to be determined and ν is a constant to
ensure the convexity of (3), as will be shown later. Given
g let us now consider the problem through an unconstrained
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cost function given by J ′
CM (wk) = E[(|wH

k r|2 − 1)2] +
�[(CH

k wk − ν g)Hλ], where λ is a complex vector of
Lagrange multipliers. By taking the gradient terms of J ′

CM

with respect to wk and setting them to zero we have ∇J ′
CM =

2E[(|wH
k r|2 − 1)rrHwk] + Ckλ = 0, then rearranging the

terms we obtain E[|zk|2rrH ]wk = E[z∗kr] − Ckλ/2 and
then wk = R−1

k [dk − Ckλ/2], where zk = wH
k r, Rk =

E[|zk|2rrH ], dk = E[z∗kr] and the asterisk denotes complex
conjugation. Using the constraint CH

k wk = ν g we arrive at
the expression for λ = 2(CH

k R−1
k Ck)−1(CH

k R−1
k dk − ν g).

By substituting λ into wk = R−1
k [dk − Ckλ] we obtain an

iterative expression for the CCM linear receiver:

wk = R−1
k

[
dk − Ck(CH

k R−1
k Ck)−1

(
CH

k R−1
k dk − ν g

)]
(4)

The solution in (4) assumes the knowledge of the channel
parameters. However, in several applications where multipath
is present these parameters are not known and thus channel
estimation is required. Here, we adopt the blind channel
estimation procedure based on the power method described
in [5]:

ĝ = arg min
g

gHCH
k R−mCkg (5)

subject to ||ĝ|| = 1, where R = E[rrH ] and m is a finite
power. The solution is the eigenvector of the Lp ×Lp matrix
corresponding to the minimum eigenvalue of CH

k R−1Ck

through singular value decomposition (SVD). Here, we use
Rk in lieu of R to avoid the estimation of both R and Rk, and
which shows no performance loss as verified in our studies.
The values of m are restricted to 1 even though the channel
estimator and consequently the receiver can be improved by
increasing m.

IV. BLIND ADAPTIVE CODE-CONSTRAINED

CM RLS-TYPE (CCM-RLS) ALGORITHM

Given the solution for wk in (4) we develop an algorithm
that estimates the matrices R−1

k and (CH
k R−1

k Ck)−1 re-
cursively, reducing the computational complexity. Using the
matrix inversion lemma and Kalman RLS recursions [6] we
have:

Gk(i) =
α−1R̂−1

k (i − 1)zk(i)r(i)

1 + α−1rH(i)zk(i)R̂−1
k (i − 1)z∗k(i)r(i)

(6)

R̂−1
k (i) = α−1R̂−1

k (i− 1)−α−1Gk(i)z∗k(i)rH(i)R̂−1
k (i− 1)

(7)
where Gk is the Kalman gain vector with dimension M × 1,
R̂k is the estimate of the matrix Rk and 0 < α ≤ 1 is the
forgetting factor. At each processed symbol, the matrix R̂−1

k (i)
is updated and we employ another recursion to estimate
(CH

k R−1
k (i)Ck)−1 as described by:

Γ−1
k (i) =

Γ−1
k (i − 1)
1 − α

− Γ−1
k (i − 1)γk(i)γH

k (i)Γ−1
k (i − 1)

(1−α)2

α + (1 − α)γH
k (i)Γ−1

k (i)γk(i)
(8)

where Γk(i) is an estimate of (CH
k R−1

k (i)Ck) and γk(i) =
CH

k r(i)zk(i). To estimate the channel and avoid the SVD
on CH

k R−1
k (i)Ck, we estimate the matrix V̂k(i) =

CH
k R̂−1

k (i)Ck and employ the variant of the power method
introduced in [7]:

ĝ(i) = (I − γ(i)V̂k(i))ĝ(i − 1) (9)

where γ(i) = 1/tr[V̂k(i)], tr[.] stands for trace and we make
g(i) ← g(i)/||g(i)|| to normalize the channel. The CCM
linear receiver is then designed as described by:

ŵk(i) = R̂−1
k (i)

[
d̂k(i)−CkΓ−1

k (i)
(
CH

k R̂−1
k (i)d̂k(i)−ν ĝ(i)

)]
(10)

where d̂k(i+1) = αd̂k(i)+ (1−α)z∗k(i)r(i) corresponds to
an estimate of dk(i). In terms of computational complexity,
the CCM-RLS algorithm requires O(M2) to suppress MAI
and ISI and O(L2

p) to estimate the channel, against O(M3)
and O(L3

p) required by (4) and (5), respectively.

V. CONVERGENCE PROPERTIES

Let us express the cost function in (3) as JCM = (E[|zk|4]−
2E[|zk|2] + 1), drop the time index (i) for simplicity, assume
a stationary scenario and that bk, k=1,. . . ,K are statistically
independent i.i.d complex random variables with zero mean
and unit variance, bk and n are statistically independent. Let
us also define x =

∑K
k=1 Akbks̃k, Ckg = s̃k, Q = E[xxH ],

P = E[ηηH ], R = Q + P + σ2I. Consider user 1 as
the desired one, let w1 = w and define uk = A∗

ks̃
H
k w,

u = AH S̃Hw = [u1 . . . uK ]T , where S̃ = [s̃1 . . . s̃K ], A =
diag(A1 . . . Ak) and b = [b1 . . . bK ]T . Using the constraint
CH

1 w = νĝ we have for the desired user the condition u1 =
(A∗

1s̃
H
1 )w = A∗

1gC
H
1 w = νA∗

1g
H ĝ. In the absence of noise

and neglecting ISI, the (user 1) cost function can be expressed
as JCM (w) = E[(uHbbHu)2] − 2E[(uHbbHu)] + 1 =
8(

∑K
k=1 uku∗

k)2 − 4
∑K

k=1(uku∗
k)2 − 4

∑K
k=1 uku∗

k + 1 =
8(D +

∑K
k=2 uku∗

k)2 − 4D2 − 4
∑K

k=2(uku∗
k)2 − 4D −

4
∑K

k=2(uku∗
k) + 1, where D = u1u

∗
1 = ν2|A1|2|ĝHg|2. To

examine the convergence properties of the optimization prob-
lem in (3), we proceed similarly to [3]. Under the constraint
CH

1 w = νĝ, we have:

J̃CM (ū) = 8(D+ūH ū)2−4(D2+
K∑

k=2

(uku∗
k)2)−4(D+ūH ū)+1

(11)
where ū = [u2, . . . , uK ]T = Bw, B = A′H S̃′H , S̃′ =
[s̃2 . . . s̃K ] and A′ = diag(A2 . . . AK). To evaluate the con-
vexity of J̃CM (.), we compute its Hessian (H) using the rule
H = ∂

∂ūH

∂(J̃CM (ū))
∂ū that yields:

H = 16
[
(D− 1/4)I+ ūH ūI+ ūūH −diag(|u2|2 . . . |uK |2)

]
(12)

Specifically, H is positive definite if aHHa > 0 for all
nonzero a ∈ CK−1×K−1 [6]. The second, third and fourth
terms of (12) yield the positive definite matrix 16

(
ūūH +

diag(
∑K

k=3 |uk|2
∑K

k=2,k �=3 |uk|2 . . .
∑K

k=3,k �=K |uk|2)
)

,

while the first term provides the condition ν2|A1|2|ĝHg|2 ≥
1/4 that ensures the convexity of J̃CM (.) in the noiseless case.
Because ū = Bw is a linear function of w then J̃CM (ū) being
a convex function of ū implies that JCM (w) = J̃CM (Bw)
is a convex function of w. Since the extrema of the cost
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Fig. 1. SINR performance in a non-stationary environment.

function can be considered for small σ2 a slight perturbation
of the noise-free case [3], the cost function is also convex
for small σ2 when ν2|A1|2|ĝHg|2 ≥ 1/4. Interestingly, if we
assume ideal channel estimation (|ĝHg| = 1) and ν = 1, our
result reduces to |A1|2 ≥ 1/4, which is the same found in
[8]. For larger values of σ2, we remark that the term ν can
be adjusted in order to make the cost function JCM in (3)
convex, as pointed out in [3].

VI. SIMULATIONS

The novel CCM-RLS algorithm is evaluated in different
situations and compared with the CCM method of (4) and (5)
(that requires O(M3) and O(L3

p)) , the CMV-RLS reported
in [2], the SG algorithms CMV-SG [2] and CCM-SG [4], that
work with the linear multiuser receiver [1]-[4] and the RAKE
single user receiver [9]. The DS-CDMA system employs Gold
sequences of length N = 31. Since the channel length is not
known a priori, we will assume that Lp = 6 is an upper
bound for all scenarios. The channel coefficients for the users
are hl(i) = plαl(i), where αl(i), l = 0, 1, 2, is obtained
with Clarke’s model [9]. We show the results in terms of the
normalized Doppler frequency fdT (cycles/symbol) and adopt
three-path channels with relative powers given by 0, −3 and
−6 dB, where in each run the second and third paths delays are
uniformly distributed between one and five chips. The phase
ambiguity derived from channel estimation is eliminated in
our simulations by using the phase of g(0) as a reference
to remove the ambiguity. We employ ν = 1, |A1|2 = 1,
α = 0.998, R(0) = 0.01I and fdT = 0.0025.

In Fig. 1 we assess the algorithms in a non-stationary
environment where users enter and exit the system. The system
starts with four interferers with 7 dB above the desired user’s
power level and three interferers with the same power level
of the desired one, which corresponds to Eb/N0 = 15 dB.
At 800 symbols, two interferers with 10 dB above the desired
signal power level and two interferers with the same power
level enter the system, whereas two interferers with 7 dB above
the desired signal power level leave it. At 1600 symbols, one
interferer with 10 dB above, one interferer with 7 dB above,
and three interferers with the same power level of the desired
signal exit the system, while one interferer with 15 dB above
the desired user enters the system. The results for 200 runs
show that the proposed CCM-RLS approach converges to a
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Fig. 2. BER versus (a) Eb/N0 and (b) Number of users (K).

higher SINR than the other methods and matches the CCM
performance. Note that in a near-far scenario the eigenvalue
spread of the covariance matrix of the received vector r(i)
is large, affecting the convergence performance of the SG
algorithms that are subject to this phenomenon, whereas the
rate of convergence of RLS-type techniques is invariant to
such situation [6].

The BER performance versus Eb/N0 and the number of
users (K) is illustrated in Fig. 2. The receivers process 2000
symbols, averaged over 200 runs, and the parameters of the
SG algorithms are optimized for each scenario. In these
experiments, we have two interferers whose power levels
are 5 and 10 dB (for K > 2) above the desired user,
resulting in a near-far situation. The curves show that the
new CCM-RLS algorithm outperforms the CMV-RLS reported
in [2], the SG algorithms CMV-SG [2] and CCM-SG [4],
saving transmission power for the same BER performance and
increasing the capacity of the system.

VII. CONCLUSIONS

We presented and analyzed a CCM solution for linear
receivers based on constrained optimization techniques and
developed an RLS-type algorithm for jointly estimating the
channel and the receiver parameters for MAI and ISI rejection.
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