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Abstract—A novel construction for irregular low-density The significant performance gains provided by both the
parity-check (LDPC) codes based on a modification of the |ocal girth maximisation technique of the PEG algorithm and
Progressive Edge Growth (PEG) algorithm is presented. Edge {he graph connectivity maximisation technique of the ACE
placement of the PEG algorithm is enhanced by use of the Sum- design procedure naturally lead to the combination of the
Product algorlthm |n.the.de3|gn of the. parity-check matrix. The thods. In thi ' of check nodes is identified which
proposed algorithm is highly flexible in block length and rate. MELNOAS. In IS case, a set of check nodes Is identified whic
The codes constructed by the proposed methods are tested inwill produce cycles of equal maximum possible length and the
the AWGN channel and significant performance improvements check node chosen is that which has maximum connectivity
are achieved. The flexibility of the proposed decoder optimisation 4ccording to the ACE metric. Significant performance gais ha
operation is then shown by its use in modifying the Improved been demonstrated with codes generated by this method [7]
PEG (IPEG) algorithm to achieve further performance gains. 8] 9] icularly in th f| 9 - y

particularly in the error floor region.
In this work, we propose an approach to improve the design
|. INTRODUCTION of PEG-based techniques which involves use of decodedbase

) , &;))timisation with the sum-product algorithm (SPA). During
Low-density parity-check (LDPC) codes are a class ynsiryction of the parity-check matrix, the PEG algorithm

capacity approaghing codes first intrqduqed by Gallager [:H;gularly provides a number of check node (CN) candidates,
extended to the_ wregqlar degree qlstrlbutlon case by _LUby &ach of which is at the maximum distance possible from the
al. [2] and provided with an analytical tool, density evedat ., rent VN, and so will lead to the creation of cycles of
(DE),. .for opt|m|§|ng the degree distribution under certalgqua| length when the edge is placed. The proposed decoder-
conditions by Richardson et al. [3]. For DE, a notable agytimised (DO) PEG algorithm compares the performance
sumption, with respect to realising practical codes, it thgf the code under the current graph setting for each of the
the decoding neighbourhood of a given variable node (VM) gidate CNs. The edge which produces the best performance
is tree-like [3]. This is true in the case of infinite lengthdes according to the SPA is then selected. The proposed DOPEG

and the assumption approximat.ely holds for codgs with largey poIPEG algorithms provide codes with improved per-
block length. However, for practical codes of medium t0 8hoformance in the error floor region at the cost of increased
length, this assumption is not verified. As a consequenee, %mplexity in code construction.

assumption of independence of messages passed under sum-
product decoding breaks down. A major focus in the search
for practical finite length codes is the mitigation of theeets
of the cycles which break down the independence assumption! he variable node degree sequeii2gis defined as the set
Approaches include maximising the girth and improving thef column weights of the size: xn LDPC parity-check matrix
connectivity of the cycles in finite length codes, as typifigd (PCM) H designed, and is prescribed by the variable node
the ACE metric presented by Tian et al. [4]. degree distributior\(z) as described in [3]D,, is arranged in
Among those codes capable of best performance at practig@n-decreasing order. The PEG algorithm constructs the PCM
lengths are codes designed by the Progressive Edge Grot¥iPperating progressively on variable nodes to place thesd
algorithm [5]. The PEG algorithm is a greedy edge placemeifquired byD,. The PEG algorithm chooses a check noge
construction method for the parity-check matrix of an LDP¢® connect to the variable node of interestby expanding a
code which places edges in the Tanner graph of the code sg§#Rgraph fromv; up to maximum deptii. The set of check
that when a cycle is created, that cycle is of the maximufipdes found in this subgraph is denotat, while the set
possible length under the current settings of the matrixs THf check nodes of interest, those not currently found in the
algorithm produces LDPC codes with large girth and witBubgraph, are denoted . For the PEG algorithm, a check
particularly large local girth in the lower weight VN subgra Nnode is chosen at random from the minimum weight check
of the parity-check matrix, leading to improved performanc nodes of this set. This is the set upon which the DO operation
The PEG algorithm is a particularly versatile code constonc i performed in the DOPEG modification, and upon which the
algorithm, in both length and rate. In addition, it may b&CE comparison is performed in the IPEG modification.
applied to the construction of structured LDPC codes, as was
demonstrated in previous work of the authors [6]. [1l. DECODEROPTIMISED PEGAND IPEG ALGORITHMS

II. DEFINITIONS AND NOTATION

‘ . With high regularity, the original PEG algorithm is faced

C.T. Healy and R. C. de Lamare are with the Communications Resear ith t of check d hich ivalent di
Group, Department of Electronics, University of York, Yorkoyo 5pD, With a se 0 chec _no_es which are eq_uwa en aCCF’r ing
United Kingdom. Emails: cth503@ohm.york.ac.uk rcdi500@olumkyac.uk  to the metric by which it compares candidates, that is the



TABLE |
PSEUDOCODE FOR THE PROPOSEDOPEG ALGORITHM

Decoder Optimisation Operation

Length—f
Rate — H Channel [ SPA, Hyey [ fﬁfﬁ(‘ o Max()
D, — 1 Forj=1ton
po 2 For k=110 Dy(j)
3 If k==
] ) o 4 Place edg€cmin,v;), cmin chosen randomly from the minimum
Fig. 1. Block diagram of the proposed decoder-based optiloisa 5 weight CNs of the current graph.

distance from the current variable node of interest in a trée
expanded from that VN. Likewise for the IPEG algorithmg
albeit with less regularity, a set of CNs will be found to bg
equivalent in both distance metric of the PEG algorithm ang
graph connectivity as measured by the ACE metric. For both
algorithms the strategy in this case is to choose a CN at nsmdg2
from these sets of equivalent candidates. The motivation f
this work was to find the candidate from each of these s(?t
which provides the best performance. To this end, the deco [
based optimisation was developed.

The candidate code for check node is formed in the
following way: Hi.s, the PCM of the candidate code, it/
simply the constructed PCM under the current setting wit?
the addition of a ‘1’ placed in the positior;[v;]. The node
v; is the current variable node of interest. The DO operaticf

16

Else

Expand tree fromy; until the cardinality ofN})j stops increasing

but is less than nor Nif,J 10 butﬁjl = 0.
Ifj<m+1
Place edg€cmin,v;), cmin chosen randomly from the minimum
weight CNs offl,j.
Else
Forp=1to Length(fl,j)
PCM Htest formed fromH under current graph setting up to

columnuw;, with edge in positior(N}}j (p),vy)

Use Hiest to decode in the presence of AWGN over the selected
SNR range using the log-domain SPA decoder with soft output.
Compute convergence metrics CVM as described in Section IlI-A
Identify CN cpo = arg max CVM ().

Place edge in positiofcpo,v;)

is used for; > m + 1, ensuring that the candidate codegl End For
generated have more VNs than CNs. Each candidate cod@2is End If
used in decoding a preset number of all-zero codeword \&ctd End If
as follows: The codewords are subjected to additive whigé End For
Gaussian noise (AWGN) over a range of values of signal-ted End For
noise ratio (SNR) and the candidate PCM is used to decode

through log-domain SPA decoding. The performance of each

candidate code is evaluated and the code which provides {§&,n i our goal is to produce a convergence metric CVM
best performance indicates which candidate check nodef&) each candidate node GNa = 1..... X whereX is the

choose for edge placement. This is outlined in Fig. 1. When tEﬁrdinaIity of the set of minimum weight CNs ' . To this
block ‘candidate CN set selection procedure’ delivé/?;% of end we define theZ x X matrix Cy, 5
the PEG algorithm, this block diagram represents the DOPEG.

When this block delivers the set of nodesAf} with equal Y N

maximum ACE metric then the DOIPEG is represented. Cv(B,a)= ZZ (w - |L(Qi)]) (2)
The graph of the chosen candidate code forms a subgraph t=1i=1

of the final graph. Since the graphs of the candidate codes are 1 if sgn(L(Q:)) = s:

almost identical, differing in only one entry with that entr w = { 1 otherwise 3)

creating a cycle of equal length in each case, the difference
in performance of the candidate codes is determined by thel he variables used in (2) afd:is the length of the candidate

connectivity of the cycles each candidate edge creates. @®@deword.Y is the number of noise vectors applied code
each placement choosing the edge with the best subgra@$reach SNR point for each candidate code. The intgger

connectivity as indicated by the DO comparison leads tBdicates the SNR point} = 1,...,7, whereZ is the total

a graph with better overall connectivity, and an improve@umber of SNR points operated over. The convergence metric
performance. CVM («) for candidate CIy is then the overall average sum

for each candidate at each SNR point.
A. Description of Metric Calculation
For each candidate code, the soft-output bit log-likelthodB. Proposed DOIPEG Extension to the DOPEG Algorithm

ratios (LLRs) of the decoder are given by The IPEG modification of the PEG algorithm provides a
method for selecting a candidate CN from the A&t which
L(Qi) = L(s;) + > L(rjs), has greater graph connectivity, leading to improved perfor
JEC; mance. Taking a similar approach, we extend the DOPEG
whereL(s;) is the channel output LLR for the coded bijt

algorithm, by use of the ACE metric, to the DOIPEG al-
and L(rj;) is the LLR passed from CNl'to VN i in a half- gorithm. The ACE comparison of candidate check nodes is

iteration of the SPA algorithn; is the set of CNs connectedcarried out before the DO stage. As such, the DO operation

)



is carried out on a refined set of CNs which are at equaks used in the receiver. In both plots, at least 100 bloak®rr
maximum distance from the VN of interest and which have were gathered per point. For the results gathered for Figne2,
equal ACE metric, which gives an approximate measure décoder was operated to a maximum of 50 iterations while for
graph connectivity. These CNs, viewed as equivalent by tkég. 3 the decoder was operated to a maximum of 10 iterations.
IPEG algorithm, are compared by means of the DO operatitirhas been verified that the use of a lower maximum number
as in the DOPEG algorithm. The CN which provides thef iterations does not alter the hierarchy of code perfomaan
best performance is selected. The gain achieved by codet Fig. 2, the error performances of codes of block length
constructed by the DOIPEG algorithm over IPEG codes 250 are compared. The PEG and IPEG codes are constructed
intuitively consistent, the ACE metric gives an inexact swga according to [5], [7], respectively. The DOPEG and DOIPEG
of the extrinsic message degree (EMD) and so the set of Cttsles were constructed with the DO stage operating with
compared by the DO operation may provide differing levels adentical input parameters, five distinct AWGN vectors were
connectivity. The CN which provides the greatest connégtiv applied to the all-zero codeword at each SNR point in the
will produce an intermediate code with the best performancange specified. Applying a number of independent noise
and will be selected, thus the final graph will have improveeectors ensures that the difference in performance metric
structure. obtained for each candidate check node accurately repgesen
In Table Il the DOIPEG modification of the DOPEG algothe effect that candidate has on the graph structure, rather
rithm is outlined by means of the pseudocode for the combin#thn resulting from random variations of the noise applied.
ACE metric and DO operations. The section of pseudocodbe log-SPA decoder was operated to a maximum of 50
below replaces lines 14 - 22 in the pseudocode of Table | iterations. The SNR range operated over was [1:0.05:2hén t
provide that of the full DOIPEG algorithm. development of the proposed algorithm it was found that the
DO operation was successful provided the SNR range selected
was in the waterfall region of the error performance of the
chosen code ensemble. As expected the DOPEG algorithm
provides significant performance improvements over the PEG

TABLE Il
PSEUDOCODE FOR THEDO STAGE OF THEDOIPEG ALGORITHM

1 Foreach CNeq € Nfl’f _ algorithm. However, both codes are outperformed by the IPEG
2 Caleulate the metriciC'Ee, path :E(“’”l’ — 2), wherewn, is algorithm. The DOIPEG algorithm provides a performance
3 the weight of column, and the summation is taken over all VNs in 9&in over the IPEG in the error floor region.

4 the path fromu, to c,. This summation is carried out for each path, ~ Fig. 3 shows that the gain achieved by the proposed con-
5  and the final ACE metric associated with is the minimum of struction algorithms is consistent for different block deéms.

6  ACEc, patn The results were gathered for an SNR of 4dB with log-SPA
7 End For decoding used. The DO parameters of the constructed codes
8 The setd,; is the set of CNs with equal maximum ACE metrics and WEre identical to the codes of Fig. 2. The increased gain with
9 equal maximum distance from the nodg block length observed is due to the DO operation having the
10 If cardinality of @, == 1 greatest effect in the error floor region. Direct comparisbn

11 Edge placed in positiof®, ;, v;) gains achieved at different block lengths should be avgided

12 Else the SNR point chosen will lie in a different region of the BER
13 For p = 1 to Lengttf®,, ) curve for codes of different lengths, and the results shaw th
14 PCM Hyest formed fromH under current graph setting up to the DO operation consistently provides gains and is flexible

in code length.

As Fig. 3 shows, the DOPEG codes are outperformed by
the IPEG codes for the irregular LDPC codes considered.
18 Compute metric as described in Section lll-A However, if a structure is imposed on the graph of the code
19 End Eor which caused the ACE metric of the IPEG algorithm to
20 End If become less accurate or to fail entirely, it is likely thae th

DOPEG construction could still be a suitable design tool.
Cases where the structure of the graph is limited includsigua
cyclic LDPC codes [10] and irregular repeat accumulate jIRA
IV. SIMULATION RESULTS codes [11] for faster encoding. Work in these areas is omggoin

We consider the irregular rate 1/2 code with maximum VN The proposed algorithms require considerably greater com-

degree 8, from the DE optimal degree distribution of [3] 'EablPleXity in codg gonstruction. A comparison 9f gonstruction
1. times of the existing and proposed algorithms is given indab

A(z) = 30013z + .2839522 + 4159247 @) _III, fpr ea_ch block length and Construc_tion _algorithm t_haei

is given in seconds as measured using tilkdoc functions
The resulting VN degree sequenbe was modified so that the of MATLAB and generated on the same system. It should be
number of weight-2 VNs was smaller than the number of CNsoted that the DOPEG algorithm in particular has a very large
As discussed in [3] this ensures that no cycles exist whieh arost in terms of construction time when compared to the PEG
composed only of weight-2 VNs. BPSK modulation over thalgorithm it is based on. The increase for the DOIPEG over
AWGN channel was considered. The log-domain SPA decodbe IPEG algorithm is significantly less, owing to the facitth

15 columnu;, with edge in positior(N]J], (p),vy)
16 UseHgest to decode over the SNR range with the log-domain SPA
17  decoder with soft output.




. . TABLE Il
it operates on a smaller set of candidate check nodes. CODE GENERATION TIMES IN SECONDS FOR THE ALGORITHMS
The increased effort in code construction is justified by PRESENTED

the performance gains achieved by the DO-based constnuctio

methods over codes which themselves perform excellerttly. | N H PEG IPEG DOPEG DOIPEG

should also be noted that while the DOPEG and DOIPEG [ 250 27.6 33.4 4.9 x 103 482

methods require increased computation, this cost appligs o 530 533 1590 1110 (35 <10

in the code construction phase. In transmission, the codes

generated provide improved performance with no extra cost | 1000 || 1.3 107 [ 1.5 10% [ 23 10° | 1.1x 107

in complexity.

107° performance and better subgraph connectivity will lead to
3 bores improved performance for the final code.
o hoes The novel code constructions are proposed for codes of

short to medium block length. As was discussed in Section
IV, the computational cost of the algorithms for larger gy
becomes too high, while the performance improvements over
the base codes, PEG and IPEG, will reduce in line with the
concentration theorem [12], as indeed will the gains of ¢hes
codes over random code constructions. The codes of Fig. 3 are
indicative of the lengths recommended for code constractio
by the proposed method. For these lengths the graph steyctur
short cycles and their connections, has a significant impact
code performance.
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V. CONCLUSIONS [12]

The proposed DOPEG and DOIPEG methods are flexible
in length and rate, and are capable of generating irregular
LDPC codes with improved performance in the error floor
region. As has been stated previously, the gains achieved
are intuitively consistent, since the candidate CN withtbes
subgraph connectivity will exhibit the best intermediatele



