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Abstract

In Multiuser MIMO (MU-MIMO) systems, precoding is essential to eliminate or minimize the multiuser interference (MUI). However, the design of a suitable precoding algorithm with good overall performance and low computational complexity at the same time is quite challenging, especially with the increase of system dimensions. In this thesis, we explore the art of novel low-complexity high-performance precoding algorithms with both linear and non-linear processing strategies.

Block diagonalization (BD)-type based precoding techniques are well-known linear precoding strategies for MU-MIMO systems. By employing BD-type precoding algorithms at the transmit side, the MU-MIMO broadcast channel is decomposed into multiple independent parallel SU-MIMO channels and achieves the maximum diversity order at high data rates. The main computational complexity of BD-type precoding algorithms comes from two singular value decomposition (SVD) operations, which depend on the number of users and the dimensions of each user’s channel matrix. In this thesis, two categories of low-complexity precoding algorithms are proposed to reduce the computational complexity and improve the performance of BD-type precoding algorithms. One is based on multiple LQ decompositions and lattice reductions. The other one is based on a channel inversion technique, QR decompositions, and lattice reductions to decouple the MU-MIMO channel into equivalent SU-MIMO channels. Both of the two proposed precoding algorithms can achieve a comparable sum-rate performance as BD-type precoding algorithms, substantial bit error rate (BER) performance gains, and a simplified receiver structure, while requiring a much lower complexity.

Tomlinson-Harashima precoding (THP) is a prominent nonlinear processing technique employed at the transmit side and is a dual to the successive interference cancelation (SIC) detection at the receive side. Like SIC detection, the performance of THP strongly depends on the ordering of the precoded symbols. The optimal ordering algorithm, however, is impractical for MU-MIMO systems with multiple receive antennas. We propose a multi-branch THP (MB-THP) scheme and algorithms that employ multiple transmit processing and ordering strategies along with a selection scheme to mitigate interference
in MU-MIMO systems. Two types of multi-branch THP (MB-THP) structures are proposed. The first one employs a decentralized strategy with diagonal weighted filters at the receivers of the users and the second uses a diagonal weighted filter at the transmitter. The MB-MMSE-THP algorithms are also derived based on an extended system model with the aid of an LQ decomposition, which is much simpler compared to the conventional MMSE-THP algorithms. Simulation results show that a better BER performance can be achieved by the proposed MB-MMSE-THP precoder with a small computational complexity increase.
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1.1 Current Trends of Wireless Communications

The origins of radio date back to 1861 when Maxwell, while at King’s College in London, proposed a mathematical theory of electromagnetic waves. A practical demonstration of the existence of such waves was performed by Hertz in 1887 at the University of Karlsruhe using stationary waves [2]. After this, the radio technique was applied in various areas. One of the best-known examples is the commercial wireless communication systems, with more than 7 billion devices connected globally by 2013 and predicted to reach over 10 billion devices by the end of 2016 [3]. According to a white paper from Cisco [3], the mobile data traffic will grow at a Compound Annual Growth Rate (CAGR) of 66 percent from 2012 to 2017, reaching 11.2 exabytes per month by 2017.
In order to meet the dramatically increased data traffic, the mobile communication industry is moving rapidly toward fourth-generation (4G) wireless systems, which include mobile WiMAX and Long-Term Evolution Advanced (LTE Advanced). Currently, a number of major operators such as Verizon have already initiated LTE service [4] and the 4G connections represent 0.9 percent of mobile connections today. With 4G networks, wireless internet connectivity will be faster and more affordable which will result in a substantial increase in wireless internet usage.

The emergence of extremely high rate applications such as high-definition video conference, however, presents new challenges to wireless networks. One issue that needs to be addressed is how to meet the requirement of extremely high data rates. Another issue is that with the rapidly increasing demand for wireless data traffic, a massive network densification is required which is neither economically nor ecologically viable with the current cellular system architectures [5]. With these challenges, 5G wireless systems with virtually ubiquitous coverage are under discussion [6, 7]. Japanese operator NTT Docomo has successfully tested uplink packet transmissions at an ultra-fast 10Gbps based on a $16 \times 8$ Multiple-Input Multiple-Output (MIMO) system in December of 2012 [8]. In summary, the growth of global 4G deployments and the development of the beyond 4G (5G) techniques are the current general trends of wireless communication systems.

1.2 Problems of MU-MIMO Systems

The main problems faced by wireless communication systems can be attributed to two major aspects, namely, the limited radio spectrum resource and the complicated wireless propagation environment. With the continued development of industry and business, the requirement for radio spectrum is increasingly strong, and thus the suitable radio spectrum is becoming scarcer and more expensive. Meanwhile, wireless systems are inevitably faced with a complicated propagation environment. The three impact factors are noise, fading and interference. For noise, communication systems usually use the matched filtering method to maximize the Signal-to-Noise-Ratio (SNR) [9]. The way to overcome the fading effects mainly relies on equalization and diversity techniques. The art of dealing with interference is closely related with multiple access techniques [10], such as Fre-
Because of its tremendous potential in addressing the limited spectrum resource and the system performance problems, **Multiple-Input Multiple-Output** (MIMO) technique have attracted intense research efforts in the wireless communications field. By producing multiple transmitting channels in space, the spectrum efficiency has been greatly increased without additional bandwidth or increased transmit power. MIMO systems have already been employed in the existing 802.11n [11] and 802.16e [12] standards, and are among the core techniques in the next generation wireless systems [13,14]. The works in [15–17] pointed out that for the i.i.d Gaussian noise channel, the capacity of **Single-User MIMO** (SU-MIMO) systems can grow linearly with the number of transmit or receive antennas. For the capacity of **Multiuser-MIMO** (MU-MIMO) systems, it was showed that similar capacity scaling can be achieved by using **Dirty Paper Coding** (DPC) techniques [18]. The vision for next generation cellular networks includes data rates approaching 100 M-b/s for highly mobile users and up to 1 Gb/s for low mobile or stationary users. This calls for efficient use of the existing spectrum and MU-MIMO systems are expected to play a key role in this context [19].

Some advantages of MU-MIMO systems can be obtained with the aid of precoding techniques. By precoding we mean all methods applied at the transmitter that facilitate detection at the receiver [20]. Although precoding is not a new concept and has been used in SU-MIMO systems as well, it was optional and used only to improve the SNR at the receiver [21]. However, in MU-MIMO systems precoding is essential to eliminate or minimize **Multiuser Interference** (MUI). Precoding is performed with the help of downlink **Channel State Information** (CSI). The requirement of CSI is not essential in SU-MIMO systems but is fundamental for MU-MIMO systems.

The assumption that full CSI is available at the transmit side is valid in **Time-Division Duplex** (TDD) systems because the uplink and downlink share the same frequency band. For **Frequency-Division Duplex** (FDD) systems, however, the CSI needs to be estimated at the receiver and fed back to the transmitter. With precoding techniques employed at the transmit side, the required computational effort for each user’s receiver can be reduced and eventually the receiver structure can be simplified [22]. There are mainly two types
of precoding techniques, linear and non-linear. Linear precoding is characterized by its simplicity since the data signal is linearly transformed at the transmitter and the received signal is only weighted with a scalar before quantization. The nonlinear precoding is named from its nonlinear processing, and a superior performance is achieved compared to the linear precoding algorithms. A number of different techniques to address the issue of MU-MIMO downlink transmission and reception have been proposed [2, 22]. Currently, there are some challenges and problems for MU-MIMO precoding techniques in the following aspects:

- **BER and sum-rate performance**

  Unlike the received signal in SU-MIMO systems, the received signals of different users in MU-MIMO systems not only suffer from the noise and the inter-antenna interference but are also affected by MUI. The conventional precoding techniques such as Zero Forcing (ZF) and Minimum Mean Squared Error (MMSE) precoding [20] can still be used for MU-MIMO systems, but they result in a reduced throughput and BER performance, requiring a higher transmit power.

- **Computational complexity**

  Because of the existence of MUI, the MU-MIMO broadcast channel needs to be decomposed into multiple independent parallel SU-MIMO channels first to achieve the maximum diversity order or maximum sum-rate capacity. The conventional ways to achieve the parallel channels result in considerable computational complexity cost. It is a challenge to design a suitable precoding algorithm with good overall performance and low computational complexity at the same time for MU-MIMO systems.

- **Distributed receive antennas**

  In the MU-MIMO scenarios, the users are geographically distributed. This creates a challenge in decoding the received symbols since joint decoding requires each user to have the data received from all the receive antennas of all the users. It is impractical to achieve this level of coordination between all users.

- **Scalability for a large number of antennas**
A configuration of up to 8 transmit antennas for the downlink is suggested in the LTE standard. A new amendment for the W-LAN standard IEEE 802.11ac also recommends up to 8 MIMO spatial streams. Configurations with dozens of antennas are now being considered [23]. High-dimensional MIMO systems or large MIMO systems are very promising for the next generation of wireless communication systems due to their potential to improve rate and reliability dramatically [24]. However, the applicability and scalability of the proposed precoding algorithms in the literature to the large MIMO systems is an issue.

1.3 Motivation

The conflict between performance and complexity of precoding algorithms becomes dramatically intense for large MU-MIMO systems, which implies novel efficient precoding techniques should be developed.

For traditional precoding, an important performance bound corresponds to the DPC. However, it requires infinitely long codewords and codebooks, which cannot be implemented in practice [25]. Vector Perturbation (VP) [26] can achieve near ideal DPC performance by minimizing the transmit power for each transmitted symbol. Again, the method requires the joint search of the optimal perturbation vector based on the Sphere Decoding (SD) algorithm [27,28], which is a Nondeterministic Polynomial time (NP)-hard problem. In contrast, linear precoding algorithms, such as ZF, MMSE precoding, have much lower complexity but their performance can suffer dramatically due to noise enhancement if the channel matrix $H$ is near singular.

As a generalization of the ZF precoding algorithm, Block Diagonalization (BD) and Regularized Block Diagonalization (RBD) based linear precoding algorithms have been proposed in [29, 30] for MU-MIMO systems. We term the BD and RBD based precoding schemes as BD-type precoding algorithms in this work for convenience. However, a relatively high computational complexity is required by the BD-type based precoding algorithms due to two Singular Value Decomposition (SVD) operations, which depend on the number of users and the dimensions of each user’s channel matrix. Moreover, BD-type precoding cannot achieve the maximum transmit diversity order. The relatively high
cost and limited BER performance of the BD-type precoding algorithms suggest that pre-
coding algorithms for MU-MIMO with lower complexity and superior BER performance
should be investigated.

The nonlinear Tomlinson-Harashima Precoding (THP) is another technique that can de-
compose the MU-MIMO channel into parallel channels by utilizing a successive prepro-
cessing cancelation at the transmit side. Because of MUI is canceled out successively, the
performance of THP strongly depends on the ordering of the precoded symbols. The con-
ventional THP algorithms, however, are mainly focused on the case of users with a single
receive antenna. For the case of users with multiple receive antennas, there are currently
very few works in the literature. Furthermore, most of the ordering schemes for THP
algorithms with single receive antenna are impractical for the users with multiple receive
antennas due to the fact that the users are physically distributed. It is worth to further
explore the structures of THP especially for the users equipped with multiple antennas.

1.4 Summary of Contributions

Based on the previously discussed problems and motivation, the contributions of this
thesis are summarized below:

- A low-complexity LC-RBD-LR precoding algorithm is proposed for the replace-
  ment of the RBD algorithm. Simulation results show that the proposed algorithm
can achieve almost the same sum-rate as RBD while offering a lower complexity
and substantial BER gains with perfect as well as imperfect channel state informa-
tion at the transmit side.

- A simple strategy based on a channel inversion technique, QR decompositions, and
  lattice reductions to decouple the MU-MIMO channel into equivalent SU-MIMO
channels is proposed. Analytical and simulation results show that the proposed LR-
S-GMI precoding algorithms can achieve a comparable sum-rate performance as
BD-type precoding algorithms, substantial bit error rate (BER) performance gains,
and a simplified receiver structure, while requiring a much lower complexity.
• A Multi-Branch THP (MB-THP) scheme and algorithms that employ multiple transmit processing and ordering strategies along with a selection scheme to mitigate interference in MU-MIMO systems is developed in this thesis. The MB-MMSE-THP algorithms are also derived based on an extended system model with the aid of an LQ decomposition, which is much simpler compared to the conventional MMSE-THP algorithms. Simulation results show that a better bit error rate (BER) performance can be achieved by the proposed MB-MMSE-THP precoder with a small computational complexity increase.

1.5 Thesis Outline

The thesis is organized into six Chapters as listed below:

• Chapter 2 conducts a literature review on the fundamentals of MIMO, including capacity aspects, detection techniques, and especially a comprehensive survey of the precoding algorithms reported in the literature so far, such as ZF, MMSE, BD, RBD, DPC, THP, Vector Perturbation (VP), Lattice Reduction (LR) aided precoding, etc. The theoretical and methodological contributions to the MU-MIMO precoding are summarized. The chapter provides the MU-MIMO system model that will be used in the remainder for this thesis. Moreover, the characteristics, performance and complexity of these algorithms are described and compared, which provides a technical context for this thesis.

• In Chapter 3, we focus on the low-complexity replacement of RBD algorithm by building the equivalence between the SVD and QR decomposition. Simulation results of the proposed LC-RBD-LR precoding algorithm are given with perfect as well as imperfect CSI at the transmit side.

• In Chapter 4, we consider to reduce the computational complexity of BD-type precoding further. This leads us to employ a channel inversion scheme, instead of the first SVD operation, to obtain the equivalent parallel SU-MIMO channels. The proposed LR-S-GMI type precoding algorithms are derived and their behavior in terms of BER, sum-rate and computational complexity are analyzed.
• In Chapter 5, we consider the development of non-linear THP algorithms. Novel
MB-THP algorithms are developed based on two basic THP structures. A com-
prehensive performance analysis is carried out in terms of error covariance matrix,
sum-rate and computational complexity.

• In Chapter 6, conclusions and a discussion on possibilities for future work are pre-
sented.
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2.1 MIMO Systems

MIMO techniques were first investigated in point to point or SU-MIMO scenarios, that is, the Base Station (BS) or transmitter equipped with multiple transmit antennas and the User Equipment (UE) or receiver equipped with multiple receive antennas. Winters [16], Foschini [31], and Telatar [32] predicted that remarkable spectral efficiencies for wireless systems with multiple antennas when the channel exhibits rich scattering can be accurately obtained. SU-MIMO is one of the key techniques in Long Term Evolution (LTE) Release 8, which requires 300 Mb/s for Downlink (DL) and 75 Mb/s for Uplink (UL) throughput [21]. However, the LTE Release 10, also known as LTE-Advanced, targets the achievement of 1 Gb/s for DL and 500 Mb/s for UL. One of the key enabling features to meet this DL requirement is MU-MIMO. MU-MIMO systems refer to the case
where a BS or a transmitter with multiple antennas services multiple users simultaneously. The benefits offered by MIMO systems are built on two underlying gains spatial diversity and Spatial Multiplexing (SM), which comes with the increased cost for Radio Frequency (RF) hardware.

### 2.1.1 Multiplexing and Diversity

Compared with the conventional Single-Input Single-Output (SISO) systems, MIMO systems have more degrees of freedom regarding the signal transmission. There are three major transmission models: Diversity [33, 34], Multiplexing [35], and Diversity mixed with Multiplexing [36].

#### 2.1.1.1 MIMO Diversity

The spatial diversity techniques are mainly aimed to enhance the reliability of data transmission for multi-antennas systems [2]. The basic idea is to supply the receiver with multiple independently faded replicas of the same information symbol, so that the probability that all the signal components fade simultaneously is reduced.

Receive diversity can be used in Single-Input Multiple-Output (SIMO) channels. The receive antennas see independently faded versions of the same signal. The receiver combines these signals so that the resultant signal exhibits considerably reduced fading [37]. The receive diversity order is characterized by the number of independently fading branches, and the maximum receive diversity order is equal to the number of receive antennas in SIMO channels. Transmit diversity is applicable to MISO channels [9, 10]. The typical transmit diversity transmission is Alamouti Space Time (ST) coding [33]. The transmit diversity order corresponds to the number of independently faded paths that a symbol passes through. Therefore, the maximum transmit diversity order of SIMO system is equal to the number of transmit antennas. For a general MIMO system with $N_r$ receive antennas and $N_t$ transmit antennas, the maximum diversity order that can be achieved is

$$D = N_r \times N_t,$$  \hspace{1cm} (2.1)
where the channel between each transmit-receive antenna pair is assumed to fade independently.

### 2.1.1.2 MIMO Multiplexing

The strategy of SM transmission is to divide the data source into multiple parallel sub-streams, where each sub-stream can be modulated and coded independently, and transmitted simultaneously. Foschini [31] has shown that in the high-SNR regime, the capacity of a channel with **independent and identically distributed** (i.i.d.) Rayleigh fading between each transmit-receive antenna pair is given by

\[
C(\text{SNR}) = \min\{N_r, N_t\} \log(\text{SNR}) + O(1).
\]

(2.2)

The SM transmission offers a linear increase in the transmission rate for the same bandwidth and with no additional power expenditure [2]. SM is only possible in MIMO channels and compared with the spatial diversity transmission, the SM transmission aims to maximize the sum-rates. One typical SM transmission model is the **Bell Laboratory Layered Space-Time** (BLAST) system [35]. The maximum multiplexing gain of the BLAST system is

\[
r = \min(N_r, N_t),
\]

(2.3)

where \(r\) is the multiplexing gain. The SM configuration can also be applied in a multiuser format. This allows a capacity increase proportional to the number of transmit antennas and the number of users.

### 2.2 Channel Modeling

The main characteristic of wireless communication is that it is open to various fading and interferences and thus the transmission channel is time varying. In land mobile communication systems, the radio wave may encounter buildings, trees, mountains, etc, and the transmitted signals will be reflected, scattered and diffracted. Then the received signals will fluctuate in amplitude, phase and angle, this is the so-called multi-path fading. On the other hand, because of the mobility of the UE, the time varying nature of the wireless channel is exacerbated further.
2.2.1 Environment of Wireless Transmission

The propagation loss when a radio wave is transmitted in the space can be summarized into three categories [9, 10]. They are path loss, shadow fading and multipath fading. The path loss is inversely proportional to the distance [37]. The path loss exponent varies from 2.5 to 6 depending on the terrain and foliage [2]. Several empirically based path loss models have been developed such as Okumura, Hata, COST-231 and Erceg [38–41] models. Shadow fading represents the log term variation of the received signal power level and is also called large scale fading. The shadow fading is usually caused by shadowing effects of buildings or nature features and is determined by the local mean of a fast fading signal [2]. The multi-path fading is the rapid and tiny fluctuation generated by the signal scattering off objects between the transmitter and receiver, and it is also called small scale fading. The central limit theorem holds if there is sufficiently large scattering, which means the channel impulse response will be well-modeled as a Gaussian process irrespective of the distribution of the individual components. The envelope of the received signal has a Rayleigh density function given by [2]

$$f(x) = \frac{2x}{\Omega} e^{-\frac{x^2}{2\Omega}} u(x),$$  \hspace{1cm} (2.4)

where $\Omega$ is the average received power and $u(x)$ is the unit step function. If there is a direct or a Line-of-Sight (LOS) path present between the transmitter and the receiver, the distribution of the signal amplitude is Ricean

$$f(x) = \frac{2x(K+1)}{\Omega} e^{-\frac{(K+1)x^2}{2\Omega}} I_0(2x\sqrt{\frac{K(K+1)}{\Omega}}) u(x),$$  \hspace{1cm} (2.5)

where $K$ is the Ricean factor which is the ratio of the power in the mean component of the channel to the power scattered component and $I_0(x)$ is the zero-order modified Bessel function. We restrict the channel model to Rayleigh or Ricean fading in this work, however, more sophisticated Nakagami distribution can be found in [42].

The impact of small scale fading on the signal is mainly in three aspects: frequency selective fading, time selective fading, and space selective fading. In wireless communication systems, the coverage is mainly determined by the path loss and shadow fading, while the multipath fading is closely related to the quality of the transmission. So, if the system designers want to implement efficient and reliable communication, the multipath fading must be deeply studied.


2.2.2 Frequency Selective Fading

When the transmit signal goes through a multipath fading, the time delay will affect the received signal. If a narrow impulse signal $\delta(t)$ was transmitted, the arrival time will be varied among the multipath signals. Thus, the received signal $r(t)$ will be composed of various impulse signals with which have different time delays as described by

$$r(t) = \sum_{l}^{n} \alpha_l(t) \delta[(t - \tau_l(t))],$$

(2.6)

where the quantity $\alpha_l(t)$ is the fading factor of the $l$th path and $\tau_l(t)$ is the time delay of the $l$th path. The time difference between the last and first arrived resolvable delay signal is defined as the delay spread, denoted as $\tau_{\text{max}}$ [9, 10]. However, it is more common to adopt the coherence bandwidth $B_c$ to describe the impact of multipath fading, which is usually defined as

$$B_c = \frac{1}{\tau_{\text{max}}}. \quad (2.7)$$

Then, the impact of multipath fading can be measured by the coherence bandwidth $B_c$. If the signal bandwidth $B_s$ is smaller than $B_c$, which means all the multipath components arrived within the symbol duration. In other words, the frequency components in $r(t)$ undergo the same attenuation and phase shift in transmission through the channel, and thus the received signal can not be decomposed, it is called frequency-nonselective or flat fading channel. Otherwise, if the signal bandwidth is greater than $B_c$, the arrived multipath components would go beyond the symbol duration, then, the symbols would be overlapped by each other and finally the Inter Symbol Interference (ISI) would be generated, which results in the so called frequency selective fading. It is worth noting that there is a possibility for the flat fading to become frequency selective fading since the indecomposable vector components would destructively overlap together [9].

2.2.3 Time Selective Fading

In wireless communication systems, the channel will be changed by every move from the receive side or transmit side. The frequency dispersion is used to describe the time selective fading, correspondingly, the two important parameters are Doppler frequency
shift and coherence time. When the receiver is moving, the received signal frequency will
be shifted compared with its original transmitted signal. The additional frequency shift is
known as Doppler frequency shift, which can be described as follows

\[ f = \frac{v}{\lambda} \cos(\theta), \]  

(2.8)

where the quantity \( v \) is the velocity of the mobile station, \( \lambda \) is the carrier wavelength,
\( \theta \) is the angle between the incident radio and the direction of the mobile station. The
maximum value of \( f \) is known as the maximum Doppler frequency shift \( f_{m} \).

Because the frequency spread of the channel is random, the impulse of the received signal
will be randomly fluctuated, this phenomenon is known as time selective fading. The
minimum time interval that guarantees there is no relevant signal between the received
signal pulses is called coherence time. The coherence time is defined as the reciprocal of
the maximum Doppler frequency shift, i.e.,

\[ T_c = \frac{1}{f_m}. \]  

(2.9)

If the transmission time of the symbol is greater than the channel coherence time, the re-
ceived signal spectral components cannot remain relevant between each other during the
symbol duration. Thus, the waveform distortion of the baseband signal will be encoun-
tered, which is known as fast fading. Conversely, if the transmission time of the symbol is
less than the channel coherence time, the state of the channel will remain the same during
the symbol duration, and then the pulse distortion will not be occurred. This is known as
slow fading.

2.2.4 Space Selective Fading

In wireless communication with multiple antennas, the signals are scattered by various
objects through the transmission paths. Thus, the angle spread is inevitable in the received
signal. With the presence of the angle spread, the differently located antennas at the
receive side will go through different angle spreads, which is known as the space selective
fading [2].

The space selective fading is described by the coherence space \( D_c \) which is the maximum
spatial separation when the channel is strongly correlated. When the distance \( d \) between
the receive antennas is shorter than $D_c$, the received signals will be considered to have a strong correlation between each other. Otherwise, the correlation between the received signals will be considered as irrelevant.

2.3 MIMO Channel Model

The main features of wireless channels are discussed in Section 2.2. In this Section, the discussion is around the MIMO channel model. The spatial channel model for MIMO systems with detailed parameters are given in 3GPP standards [43]. In this report, we focus on the general MIMO channel model and the descriptions for SU-MIMO and MU-MIMO systems are respectively addressed.

2.3.1 SU-MIMO Channel Model

The typical SU-MIMO channel is showed as follows in Figure 2.1.
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Figure 2.1: SU-MIMO Channel Model

We assume that the transmit antenna number is $N_t$, the receive antenna number is $N_r$ and the maximum number of multipaths between the BS and UE is $L$. The channel statistical model can be expressed as [44]

$$
H(\tau, t) = \sum_{l=0}^{L-1} A_l(t) \delta(\tau - \tau_l),
$$

(2.10)

where the quantity $A_l(t) \in \mathbb{C}^{N_r \times N_t}$ represents the $l$th path between the transmitter and receiver. If we adopt $h_{i,j}(\tau, t)$ to represent the impulse response between the $j$th transmit
and the \( i \)th receive antenna, the channel matrix of SU-MIMO can be rewritten as

\[
H(\tau, t) = \begin{bmatrix}
h_{1,1}(\tau, t) & h_{1,2}(\tau, t) & \ldots & h_{1,N_b}(\tau, t) \\
h_{2,1}(\tau, t) & h_{2,2}(\tau, t) & \ldots & h_{2,N_b}(\tau, t) \\
\vdots & \vdots & \ddots & \vdots \\
h_{N_u,1}(\tau, t) & h_{N_u,2}(\tau, t) & \ldots & h_{N_u,N_b}(\tau, t)
\end{bmatrix},
\tag{2.11}
\]

where \( h_{i,j}(\tau, t) \) is the function of time, delay and location of the receive antenna, and also includes the amplitude gain and phase rotation. If the transmitted signal vector is \( s(t) \in \mathbb{C}^{N_b \times 1} \), and the received signal vector is obtained as

\[
y(t) = H(\tau, t) \ast s(t) + n(t),
\tag{2.12}
\]

where \( n(t) \in \mathbb{C}^{N_u} \) is the Gaussian noise with i.i.d. entries of zero mean and variance \( \sigma_n^2 \). In the flat fading channel, since the output at any instant of time is independent of inputs at previous times, the received signal can be expressed as

\[
y = Hs + n.
\tag{2.13}
\]

Another factor that we should take into account is the spatial correlation caused by the s-scattering and insufficient spacing between adjacent antennas. A correlated channel matrix can be obtained using the Kronecker model [2]

\[
H_c = R_u^{\frac{1}{2}} H R_b^{\frac{1}{2}},
\tag{2.14}
\]

where \( R_u \) and \( R_b \) are receive and transmit covariance matrices with \( \text{tr}(R_u) = N_u \) and \( \text{tr}(R_b) = N_b \). Both \( R_u \) and \( R_b \) are positive semi-definite Hermitian matrices. In the presence of receive or transmit correlation, the rank of \( H_c \) is constrained by \( \min(\text{r}(R_u), \text{r}(R_b)) \). Therefore, the system will suffer both BER and sum-rate performance losses because of the rank deficiency. For the case of an urban wireless environment, the UE is always surrounded by rich scattering objects and the channel is most likely independent Rayleigh fading at the receive side. From the transmitter’s point of view, however, the spatial structure of the channel is governed by remote scattering objects and will most likely result in a highly spatially correlated scenario [45]. Hence, we assume \( R_u = I_{N_u} \), and we have

\[
H_c = HR_b^{\frac{1}{2}}.
\tag{2.15}
\]
To study the effect of antenna correlations, random realizations of correlated channels are generated according to the exponential correlation model [46] such that the elements of $R_b$ are given by

$$R_b(i,j) = \begin{cases} r^{j-i}, & i \leq j \\ r^*_j, & i > j \end{cases}, |r| \leq 1,$$

where $r$ is the correlation coefficient between any two neighboring antennas. This correlation model is suitable for our study since, in practice, the correlation between neighboring channels is higher than that between distant channels.

### 2.3.2 MU-MIMO Channel Model

We consider an uncoded MU-MIMO downlink channel, with $N_b$ transmit antennas at the base station (BS) and $N_k$ receive antennas at the $k$th user equipment (UE). With $K$ users in the system, the total number of receive antennas is $N_u = \sum_{k=1}^{K} N_k$. A block diagram of such a system is illustrated in Figure 2.2.
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From the system model, the combined channel matrix $H$ and the joint precoding matrix...
$P$ are given by

$$H = [H_1^T H_2^T \ldots H_K^T]^T \in \mathbb{C}^{N_u \times N_b},$$  \hspace{1cm} (2.17)

$$P = [P_1 P_2 \ldots P_K] \in \mathbb{C}^{N_u \times N_b},$$  \hspace{1cm} (2.18)

where $H_k \in \mathbb{C}^{N_k \times N_b}$ is the $i$th user’s channel matrix. The quantity $P_k \in \mathbb{C}^{N_k \times N_k}$ is the $k$th user’s precoding matrix. For a flat fading MIMO channel, the received signal $y_k \in \mathbb{C}^{N_k \times 1}$ at the $k$th user is given by

$$y_k = H_k x_k + H_k \sum_{j=1,j\neq i}^{K} x_j + n_k,$$  \hspace{1cm} (2.19)

where the quantity $x_k \in \mathbb{C}^{N_k \times 1}$ is the $k$th user’s transmitted signal, and $n_k \in \mathbb{C}^{N_k \times 1}$ is the $k$th user’s Gaussian noise with independent and identically distributed (i.i.d.) entries of zero mean and variance $\sigma_n^2$.

### 2.4 Capacity of MIMO Systems

Generally, there are two transmission techniques for MIMO wireless systems as discussed above. Spatial diversity and spatial multiplexing. Although the full diversity can be achieved by the Space Time Block Codes (STBC), they suffer a loss in terms of capacity or sum-rate [47]. The maximum transmission data can be achieved by the spatial multiplexing due to the fact that multiple independent data streams are simultaneously transmitted [2].

#### 2.4.1 SU-MIMO Capacity

For a SU-MIMO system shown in Figure 2.1, with the received signal obtained in (2.13) the channel capacity is expressed as [48]

$$C = \max_{\operatorname{tr}(R_{ss})=N_b} \log_2 \det \left( I + \frac{E_s}{N_b N_0} H R_{ss} H^H \right),$$  \hspace{1cm} (2.20)

where $E_s$ is the total average transmit energy, $N_0$ is the noise power, and $R_{ss} = \mathbb{E}\{ss^H\}$ is the autocorrelation of the transmitted signal $s$. 
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The capacity in (2.20) is dependent on the CSI at the transmit side. The scenario in which CSI is known at the transmit side is termed as *Closed-loop* (CL) system. The *Open-loop* (OL) system is that in which CSI is not known at the transmit side and only the statistics of $H$ are known. For the OL MIMO systems, the transmit energy is equally spread among all the transmit antennas since the channel information is not accessible at the transmit side, that is, $R_{ss} = I_{N_b}$. In this case, the channel capacity of OL MIMO systems is obtained as

$$C = \log_2 \det \left( I + \frac{E_s}{N_b N_0} H H^H \right).$$

Using the eigen-decomposition $H H^H = Q \Lambda Q^H$ and the identity $\det(I_m + AB) = \det(I_n + BA)$ for matrices $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{n \times m}$, the channel capacity in (2.21) is simplified to

$$C = \log_2 \det \left( I + \frac{E_s}{N_b N_0} \Lambda \right) = \sum_{i=1}^{r} \log_2 \left( 1 + \frac{E_s}{N_b N_0} \lambda_i \right),$$

where $r = \min(N_b, N_u)$ is the rank of the channel and $\lambda_i$ denotes the $i$th positive eigenvalues of $H H^H$. Equation (2.22) describes how a MIMO channel is converted into $r$ SISO channels with power gain $\lambda_i$ and transmit power $\frac{E_s}{N_b}$.

For the CL MIMO system, different transmit energies can be allocated to each transmit antenna according to the CSI at the transmit side. Then, $R_{ss}$ is a diagonal matrix with different transmit power $\gamma_i$ on the diagonal. Using the SVD of $H = U \Sigma \mathbf{V}^H$ with $U \in \mathbb{C}^{N_u \times N_u}$ and $\mathbf{V} \in \mathbb{C}^{N_b \times N_b}$ are unitary matrices, and $\Sigma \in \mathbb{C}^{N_u \times N_b}$ is a rectangular matrix, whose diagonal elements $\sqrt{\lambda_i}$ are singular values of $H$, (2.20) can be rewritten as

$$C = \sum_{i=1}^{r} \log_2 \left( 1 + \frac{E_s \gamma_i}{N_b N_0} \lambda_i \right).$$

The capacity in (2.23) can be maximized by solving the power allocation problem below

$$C = \max_{\sum_{i=1}^{r} \gamma_i = N_b} \sum_{i=1}^{r} \log_2 \left( 1 + \frac{E_s \gamma_i}{N_b N_0} \lambda_i \right).$$

The optimal value $\gamma_i^{(o)}$ for equation (2.24) can be found by the *Water Filling* (WF) algorithm [49, 50] as

$$\gamma_i^{(o)} = \left( \mu - \frac{N_b N_0}{E_s \lambda_i} \right)^+, \quad i = 1, \ldots, r$$

$$\sum_{i=1}^{r} \gamma_i^{(o)} = N_b,$$

where $\mu$ is a constant and $(x)^+$ is defined as

$$
(x)^+ = \begin{cases} 
  x & \text{if } x \geq 0 \\
  0 & \text{if } x < 0.
\end{cases}
$$

Therefore, the resulting capacity of a CL MIMO channel is given by the sum of the individual parallel SISO channel capacities

$$
C = \sum_{i=1}^{r} \log_2 \left( 1 + \frac{E_s \gamma_i (o)}{N_b N_0 \lambda_i} \right).
$$

Since the rank $r = \min(N_b, N_u)$ in (2.22) and (2.27), the capacity gain of SU-MIMO system is scaled by $\min(N_b, N_u)$, that is

$$
C_{SU-MIMO} \propto \min(N_b, N_u).
$$

### 2.4.2 MU-MIMO Capacity

In typical cellular systems, the number of receive antennas at the battery powered user is often smaller than the number of transmit antennas at the Base Station (BS), which limits the capacity gain in (2.28). MU-MIMO systems have drawn a wide attention recently because of the potential to achieve higher multiplexing gains. A typical MU-MIMO system is displayed in Figure 2.2, in which $K$ users each with $N_k$ receive antennas are served by a single BS with $N_b$ transmit antennas. The Downlink (DL) and Uplink (UL) channels are referred as Broadcast Channel (BC) and Multiple Access Channel (MAC) respectively in the MU-MIMO scenarios.

MAC with two (and also three) input users was first presented by Ahlswede in [51], which can be regarded as one of the first major breakthroughs in the field of multiple-user channels since Shannons paper [52]. The MIMO MAC capacity region with $N_b = N_k = 1$ and $K > 1$ in [51] is equivalent to that of the multiple SISO links

$$
C_{MAC}(N_b = N_k = 1, K > 1) = \left\{ \sum_{k \in S} R_k \leq \log(1 + \sum_{k \in S} P_k |h_k|^2), \forall S \subseteq \{1, \cdots, K\} \right\},
$$

where $P_k$ and $R_k$ is the $k$th user’s transmit power and sum-rate, respectively. For the case $N_k = 1$, $N_b > 1$ and $K > 1$, since all data streams of $K$ independent users are available
for the BS, the MAC of MU-MIMO is equivalent to the \((K, N_b)\) OL SU-MIMO uplink channel. Similar to the SU-MIMO systems, it is shown in [15] that the sum-rate capacity of MAC is proportional to \(\min(K, N_b)\), that is

\[
C_{\text{MAC}}(N_k = 1, N_b > 1, K > 1) = \log_2 \det \left( I + \frac{P}{K} H H^H \right),
\]

where each antenna transmits with power \(\frac{P}{K}\). From (2.30), there is no coordination required among users. Another thing can be verified is that the sum capacity in (2.30) is scaled by \(\min(K, N_b)\), so the \(N_b\)-fold increase in the sum-rate can be obtained as long as \(K\) is larger than \(N_b\), which is usually not the case for SU-MIMO systems as \(N_u\) is often smaller than \(N_b\).

For the case \(N_k > 1, N_b > 1\) and \(K > 1\), suppose user \(k\) transmits using a fixed covariance \(Q_k\)

\[
Q_k = E[s_k s_k^H].
\]

The sum-rate for \(K\) users is given by [53]

\[
C_{\text{MAC}}(N_k = 1, N_b > 1, K > 1) = \log_2 \det \left( I + \frac{1}{N_0} \sum_{j=1}^{K} H_j Q_j H_j^H \right).
\]

For the maximization of the sum-rate in (2.32), each user needs to determine its optimum covariance by using convex optimization techniques, which requires the information of all the other users’ channel [54].

The MIMO BC channels belong to the category of non-degraded vector channels, for which the capacity region remains unknown. However, by using the DPC strategy in [18], a duality between broadcast channels and MAC has been established in [55–57]. The authors in [57] have shown that the dirty paper region is exactly equal to the capacity region of the dual MIMO MAC, with the transmitters having the same sum power constraint as the MIMO BC, which is given by

\[
C_{\text{BC}} = \bigcup_{\sum_{k=1}^{K} P_k \leq P} C_{\text{MAC}} \left( \{H_k\}, \{P_k\} \right).
\]

Therefore, we can determine weighted sum-rates and transmit covariances in the MAC domain, then determine the BC transmit covariances by using the MAC-BC duality in (2.33).
2.5 Interference Suppression

*Spatially multiplexed MIMO* (SM-MIMO) systems can transmit higher data-rate than MIMO systems using diversity techniques as we discussed in Section 2.4. For the wireless system engineer, however, two key factors that are responsible for the advantages of SM-MIMO systems are how to design the optimized signal transmission form at the transmit side and the appropriate signal detection at the receive side. The detection and precoding strategies are studied in this section.

2.5.1 MIMO Detection Techniques

There are a variety of detectors for MIMO systems, and we focus on the classic MIMO detection algorithms in this section. We begin with the *Maximum Likelihood Detection* (MLD) for the reason that it can achieve a full diversity gain, and the BER performance of MLD can be used as the lower bound to measure the performance of other detection algorithms.

2.5.1.1 MLD and SD

For a $N_u$ by $N_b$ MIMO system, given the channel matrix $H$ and the transmitted signal $s$, the *Probability Density Function* (PDF) of the received signal $y$ is

$$p(y/H, s) = \frac{1}{(2\pi\sigma_n^2)^{N_u}} \exp\left(-\frac{\|y - Hs\|^2}{2\sigma_n^2}\right),$$

where $N_u$ is the number of receive antennas and $\sigma_n^2$ is the variance of the noise. The received signal $y$ in (2.35) is usually known, thus, the MLD problems consist of determining the vector $s$ with the highest a posteriori probability below

$$\hat{s} = \arg \max_{s \in A_{N_b}} \frac{1}{(2\pi\sigma_n^2)^{N_u}} \exp\left(-\frac{\|y - Hs\|^2}{2\sigma_n^2}\right),$$

which is equivalent to solving the following *Integer Least Square* (ILS) problem,

$$s_{MLD} = \arg \min_{s \in A_{N_b}} \|y - Hs\|^2,$$

where $A$ is the set of the constellation points. A straightforward method for solving (2.37) would be an exhaustive search over all possible points, which is usually termed as MLD.
in the wireless communication field. The probability of detection error is minimized by MLD, however, its complexity grows exponentially with the number of constellation points and the number of transmitted streams. Therefore, the MLD is usually impractical for systems with a large number of antennas and a high order modulation.

In order to reduce the computational complexity of MLD, the Sphere Decoding (SD) [27, 28] algorithm solves (2.37) by performing a search in a hyper sphere around the received vector $y$, thereby reducing the search space and hence the required computational effort [58, 59]. A point belongs to the sphere if

$$d^2 \geq \|y - Hs\|^2,$$  \hspace{1cm} (2.37)

where $d$ is the search radius. From (2.37), it is very important to choose an appropriate initial sphere radius. If $d$ is too large, we may obtain too many points and the search may remain exponential in size, whereas if $d$ is too small, we may obtain no points inside the sphere. The search radius $d$ can be chosen based on the statistical properties of the noise such that with a high probability we find a lattice point inside the sphere. The radius is selected to be a scaled variance of the noise in such a way that with a high probability we find a lattice point inside the sphere [58, 60].

### 2.5.1.2 Linear Detection

In practice, the Linear Detection (LD) algorithms are more feasible due to their lower complexity compared to the MLD. This is often observed for a sufficient number of constellation points and antennas. The performance of the linear detectors, however, is inferior to that of the MLD, so they are usually considered a suboptimal detection algorithm [2].

LD algorithms take the received vector $y$ and premultiply it by a matrix $G$. The matrix $G$ can be optimized by using different criteria, two of the most popular are the Zero Forcing (ZF) criterion and Minimum Mean Square Error (MMSE) criterion. The ZF linear detector is designed to completely eliminate the interference, that is

$$G_{ZF} = (H^H H)^{-1} H^H.$$  \hspace{1cm} (2.38)
The ZF detection filter at the receive side is actually the left inverse of the channel matrix $H$ from (2.38). The estimation of the transmitted symbol $s$ is

$$\tilde{s}_{ZF} = s + G_{ZF}n.$$  \hspace{1cm} (2.39)

Then, the error covariance matrix of ZF detection is obtained as

$$\Phi_{ZF} = E\{ (\tilde{s}_{ZF} - s)(\tilde{s}_{ZF} - s)^H \} = \sigma_n^2 G_{ZF} G_{ZF}^H. \hspace{1cm} (2.40)$$

From (2.41), the noise power can be significantly increased by $G_{ZF}$ especially when the channel is ill conditioned. Thus, the BER performance of the ZF detector will be greatly reduced. This phenomenon is termed as noise enhancement in wireless communication.

In order to reduce the effects of noise amplification caused by the ZF filter, the MMSE criterion takes the noise term into account and is designed according to

$$G_{MMSE} = \arg \min_G E\{ \|Gy - s\| \}. \hspace{1cm} (2.41)$$

By utilizing the orthogonality principle $E\{ \|Gy - s\| y^H \} = 0$, the $G_{MMSE}$ is easily derived as

$$G_{MMSE} = (H^H H + \sigma^2 I_{N_b})^{-1} H^H. \hspace{1cm} (2.42)$$

As shown in [61], the linear MMSE detector is equivalent to ZF with respect to an extended system model. The extended channel matrix $H$ and the extended received signal $y$ are given by

$$\begin{bmatrix} H \\ \sigma_n I_{N_b} \end{bmatrix} \text{ and } \begin{bmatrix} y \\ 0_{N_b,1} \end{bmatrix}, \hspace{1cm} (2.43)$$

The MMSE filter can have a similar format to that of the ZF filter,

$$G_{MMSE} = (H^H H)^{-1} H^H, \hspace{1cm} (2.44)$$

From (2.44), it is the condition of $H$ that determines the noise amplification not the condition of $H$ in the MMSE detection case. A better performance can be obtained by performing the MMSE detection since the MUI mitigation is balanced with noise enhancement.
2.5.1.3 Successive Interference Cancelation

The Successive Interference Cancelation (SIC) detection is a good trade-off between the MLD and the LD, in the view of BER performance and computational complexity [62]. The filters employed in SIC detection are mainly based on the linear filters which are discussed above. The key idea of SIC detection is layer peeling, that is, the first symbol is decoded first, and then the decoded symbol is canceled in the next layer peeling. This manipulation is repeated layer by layer until all the symbols are decoded from the received signal. By layer peeling, the interference caused by the already detected symbols is canceled. The conventional structure of the SIC detection has been given in [2,35], and multiple channel inversion operations are required, which increases the computational complexity. The SIC detection can be equivalently implemented by a QR decomposition [61, 63], which calculates \( \mathbf{H} = \mathbf{QR} \), and then computes \( y' = Q^H y \). The computational complexity can be reduced dramatically by the QR decomposition based SIC detection. The detection steps are summarized bellow

\[
\hat{s}_{N_b} = Q\left( \frac{y'_{N_b}}{r_{N_b,N_b}} \right),
\]

\[
\hat{s}_i = Q\left( \frac{y_i - \sum_{j=i+1}^{m} r_{i,j} \hat{s}_j}{r_{i,i}} \right), \quad (2.45)
\]

where the function \( Q(\cdot) \) quantizes the received signal to the nearest transmitted symbols. Finally, the estimated transmit signal \( \hat{s} = [\hat{s}_1, ..., \hat{s}_{N_b}]^T \).

From the SIC detection steps in (2.45), it is possible that the first decoded stream is the weakest one among all the streams, and thus it is highly possible that the first decoded symbol \( \hat{s}_{N_b} \) is wrong. The error will be passed on layer by layer, resulting in a performance loss of SIC detection. This phenomenon is called error propagation. For the reduction of the error propagation effect, we can sort the detection order among all the streams. This is the basic idea of the so called Ordered Successive Interference Cancelation (OSIC) detection. One of the famous OSIC algorithms is Vertical-Bell Laboratory Layered Space Time (V-BLAST) detection [35]. In the V-BLAST detection structure the order is obtained by the minimum row norm, that is, the detection order is determined from the smallest to the largest. The V-BLAST ordering is equivalent to the highest S-INR ordering. The optimal detection order can be achieved by the V-BLAST, however, it requires calculation of a matrix inversion at each layer peeling which is computation-
ally intensive for MIMO systems. In order to reduce the computational effort and find a better detection order, the Sorted QR Decomposition (SQRD) algorithm is proposed in [63] for SIC detection. The SQR-ZF-SIC algorithm can achieve almost the same performance as V-BLAST with a fraction of the computational effort; the performance of SQR-MMSE-SIC is suboptimal while in [61] a low complexity post sorting algorithm for MMSE-SIC (PSA-MMSE-SIC) is proposed which employs unitary transformations to achieve the same performance as MMSE-BLAST.

### 2.5.1.3 Simulation Results

The BER performance of the detection algorithms discussed above are illustrated in Figure 2.3. A $10 \times 10$ SU-MIMO system is considered with a block Rayleigh fading channel. The modulation is uncoded QPSK and the number of trials used to average the curves is 10000 and the packet length is 100 symbols for the simulations. The quantity $E_b/N_0$ is defined as $E_b/N_0 = \frac{N_0 E_s}{N t \sigma^2_n}$ with $N$ being the number of information bits transmitted per channel symbol. As the MMSE approach always offer a better BER performance than ZF, we focus on MMSE-SIC in this simulation. The ML solution computed with the S-D algorithm shows the best BER performance, followed by PSA-MMSE-SIC. The BER performance of MMSE-SIC is quite close to that of PSA-MMSE-SIC at low $E_b/N_0$ s and is much better than that of MMSE, ZF shows the lowest diversity order compared to the other algorithms.

### 2.5.2 MIMO Precoding

There are two main reasons that the precoding techniques are so important in wireless MIMO systems. One is that if the precoding techniques are applied at the source signals before they are transmitted which reduces the performance loss caused by interference and channel fading. Thus, the advantage of MIMO system will be enhanced. On the other hand, it is well know that the BS has more powerful computing ability and the power supply is normally not an issue at the transmit side. Therefore, if the detection like processing approaches in Section 2.5.1 can be removed from the receive side to the transmit side, the structure of UE would be simplified and a significant amount of power
Figure 2.3: The BER Performance of MIMO Detection Algorithms
can be saved which is very important considering the mobility of the UE.

### 2.5.2.1 Linear Precoding

With the CSI available at the transmit side, a simple way to deal with the MUI is to set the constraint so to force all interference terms to zero, the method is known as the Zero Forcing (ZF) precoding [20]. Since the transmitted power is limited by $E_s$, the precoding matrix has to be designed to satisfy the transmit power constraint, that is

$$E\{\| \beta P s \|^2 \} = E_s,$$  \hfill (2.46)

where $\beta$ is a gain factor to make sure that the transmitted signal power after precoding will not be changed. The estimation of the transmitted signal $\tilde{s}$ at the receiver side is given by

$$\tilde{s} = \beta^{-1}(\beta H P s + n).$$  \hfill (2.47)

Then, the ZF precoding design problem can be described as follows [64]

$$\{ P, \beta \} = \arg \{ P; E \{ \| s - \tilde{s} \|^2 \} \}, \text{ s.t. } E\{\| \beta P s \|^2 \} = E_s, \; \tilde{s}|_{n=0} = s.$$  \hfill (2.48)

The solution of the above optimization problem is

$$P = \beta_{ZF} H^H (H H^H)^{-1},$$  \hfill (2.49)

$$\beta_{ZF} = \sqrt{\frac{E_s}{\text{tr}((H H^H)^{-1} R_s)}}.$$  \hfill (2.50)

From (2.53), if the channel matrix $H$ is ill conditioned $\beta_{ZF}$ will become smaller and the performance of ZF precoding will be poor due to $E\{\| s - \tilde{s} \|^2 \} = \beta_{ZF}^2 \text{tr}(R_n)$.

In order to reduce the noise enhancement, the second constraint in (2.48) needs to be dropped, that is,

$$\{ P, \beta \} = \arg \{ P; E \{ \| s - \tilde{s} \|^2 \} \}, \text{ s.t. } E\{\| \beta P s \|^2 \} = E_s.$$  \hfill (2.51)

The above equation (2.51) is the well-known MMSE constraint and its solution is given by

$$P = \beta_{\text{MMSE}} (H^H H + \frac{\text{tr}(R_n)}{E_s} I_b)^{-1} H^H,$$  \hfill (2.52)

$$\beta_{\text{MMSE}} = \sqrt{\frac{E_s}{\text{tr}((H^H H + \frac{\text{tr}(R_n)}{E_s} I_b)^{-1} H^H R_s H)}}.$$  \hfill (2.53)
ZF and MMSE precoding techniques are attractive due to their simplicity, however, they result in a reduced throughput or require a higher power at the transmitter in the MU-MIMO scenarios [65]. As a generalization of the ZF precoding algorithm, **Block Diagonalization** (BD) based precoding algorithms have been proposed in [29, 30] for MU-MIMO systems especially for receivers with multiple antennas. However, BD based precoding algorithms only take the MUI into account and thus suffer a performance loss at low SNRs when the noise is the dominant factor. Therefore, a **Regularized Block Diagonalization** (RBD) precoding algorithm which introduces a regularization factor to take the noise term into account has been proposed in [66].

The design of BD-type precoding algorithms is performed in two steps [29, 66]. The first precoding filter is used to completely eliminate (by BD) or balance the MUI with noise (by RBD), then exact (by BD) or approximate (by RBD) parallel SU-MIMO channels are obtained. The second precoding filter is implemented to parallelize each user’s streams. Correspondingly, the precoding matrix $P_k$ for the $k$th user can be rewritten in two parts as

$$ P_k = P_k^a P_k^b, \quad (2.54) $$

where $P_k^a \in \mathbb{C}^{N_b \times M_k}$ and $P_k^b \in \mathbb{C}^{M_k \times N_k}$. The parameter $M_k$ denotes the number of streams transmitted by the $k$th user and is dependent on the specific choice of the precoding algorithm. Therefore, the equivalent combined channel matrix of all users after the first precoding filter is

$$ HP^a = \begin{bmatrix}
H_1 P_1^a & H_1 P_2^a & \cdots & H_1 P_K^a \\
H_2 P_1^a & H_2 P_2^a & \cdots & H_2 P_K^a \\
\vdots & \vdots & \ddots & \vdots \\
H_K P_1^a & H_K P_2^a & \cdots & H_K P_K^a 
\end{bmatrix}, \quad (2.55) $$

We exclude the $k$th user’s channel matrix and define $\overline{H}_k$ as

$$ \overline{H}_k = [H_1^T \ldots H_{k-1}^T H_{k+1}^T \ldots H_K^T]^T \in \mathbb{C}^{N_k \times N_k}, \quad (2.56) $$

where $N_k = N_u - N_k$. Then, the interference generated to the other users is determined by $\overline{H}_k P_k^b$. 

---

In order to eliminate all the MUI, we impose the constraint that

\[ \forall i \in \{1, \ldots, K\} \quad \mathbf{H}_k \mathbf{P}_a = \mathbf{0} \quad \text{s.t.} \quad \mathbb{E} \| \mathbf{x}_k \|^2 = \xi_k. \]  

We term the formulation (2.57) as the BD constraint. Note that the BD constraint is actually an extension of the ZF constraint in [64] for MU-MIMO with multiple receive antennas. In order to take the noise term into account as well, an RBD constraint is developed in [66] and given by

\[ \mathbf{P}_a^* = \min_{\mathbf{P}_a} \mathbb{E} \left\{ \sum_{k=1}^K \| \mathbf{H}_k \mathbf{P}_a \|^2 + \gamma_k \| \mathbf{n}_k \|^2 \right\} \quad \text{s.t.} \quad \mathbb{E} \| \mathbf{x}_k \|^2 = \xi_k. \]  

Assuming that the rank of \( \mathbf{H}_k \) is \( \mathcal{L}_k \), define the SVD of \( \mathbf{H}_k \)

\[ \mathbf{H}_k = \mathbf{U}_k \Sigma_k \mathbf{V}_k^H = \mathbf{U}_k \Sigma_k [ \mathbf{V}_k^{(1)} \mathbf{V}_k^{(0)} ]^H, \]

where \( \mathbf{U}_k \in \mathbb{C}^{N_k \times N_k} \) and \( \mathbf{V}_k \in \mathbb{C}^{N_b \times N_k} \) are unitary matrices. The diagonal matrix \( \Sigma_k \in \mathbb{C}^{N_k \times N_k} \) contains the singular values of the matrix \( \mathbf{H}_k \). Factorizing \( \mathbf{V}_k \) into two parts, \( \mathbf{V}_k^{(1)} \in \mathbb{C}^{N_b \times \mathcal{L}_k} \) consists of the first \( \mathcal{L}_k \) non-zero singular vectors and \( \mathbf{V}_k^{(0)} \in \mathbb{C}^{N_b \times (N_b - \mathcal{L}_k)} \) holds the last \( N_b - \mathcal{L}_k \) zero singular vectors. Thus, \( \mathbf{V}_k^{(0)} \) forms an orthogonal basis for the null space of \( \mathbf{H}_k \). The solution for the BD constraint is given by

\[ \mathbf{P}_a^{(BD)} = \mathbf{V}_k^{(0)}. \]

As shown in [66], the solution for the RBD constraint can be obtained as

\[ \mathbf{P}_a^{(RBD)} = \mathbf{V}_k \left( \Sigma_k^T \Sigma_k + \alpha \mathbf{I}_{N_b} \right)^{-1/2}, \]

where \( \alpha = \frac{N_a \sigma_n^2}{\xi} \) is the regularization parameter with \( \xi \) is the whole average transmit power.

After the first precoding process, the MU-MIMO channel is decoupled into a set of \( K \) parallel independent SU-MIMO channels by the BD precoding. For the RBD precoding, there are residual interferences between these channels due to the regularization process. However, these interferences tend to zero at high SNRs. Therefore, the second precoding
filter $P^b_k$ has the diagonal structure as

$$P^b = \begin{bmatrix} P^b_1 & 0 & \ldots & 0 \\ 0 & P^b_2 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & P^b_K \end{bmatrix}. $$

And the effective channel matrix for the $k$th user can be expressed as

$$H_{\text{eff}_k} = H_k P^a_k. \quad \text{(2.62)}$$

Define $L_{\text{eff}} = \text{rank}(H_{\text{eff}_k})$ and consider the second SVD operation on the effective channel matrix

$$H_{\text{eff}_k} = U_k \Sigma_k V_k^H = U_k \begin{bmatrix} \Sigma_k & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} V_k^{(1)} \\ V_k^{(0)} \end{bmatrix}^H, \quad \text{(2.63)}$$

using the unitary matrix $U_k \in \mathbb{C}^{L_{\text{eff}} \times L_{\text{eff}}}$ and $V_k^{(1)}$ contains the first $L_{\text{eff}}$ singular vectors.

The second precoding filters for BD and RBD precoding can be respectively obtained as

$$P^{(BD)}_k = V_k^{(1)} \Lambda^{(BD)}, \quad \text{(2.64)}$$

$$P^{(RBD)}_k = V_k \Lambda^{(RBD)}, \quad \text{(2.65)}$$

where $\Lambda$ is the power loading matrix that depends on the optimization criterion. An example of power loading is the Water Filling (WF) [2]. The $k$th user’s decoding matrix is obtained as

$$G_k = U_k^H, \quad \text{(2.66)}$$

which needs to be known by each user’s receiver.

Note that for the conventional BD-type precoding algorithms, there is a dimensionality constraint below to be satisfied

$$N_b > \max\{\text{rank}(\overline{H}_1), \text{rank}(\overline{H}_2), \ldots, \text{rank}(\overline{H}_K)\}. \quad \text{(2.67)}$$

Then, we can get the matrix dimension relationship as $N_b \geq N_u > N_k \geq L_k > N_k \geq L_{\text{eff}}$. Note that the first SVD operation in (2.59) needs to be implemented $K$ times on $\overline{H}_K$ with dimension $N_k \times N_b$ and the second SVD operation in Equation (2.63) needs to be
implemented $K$ times on $H_{\text{eff}_k}$ with dimensions $L_{\text{eff}} \times (N_b - T_k)$ for the BD precoding and $L_{\text{eff}} \times N_b$ for the RBD precoding. From the above analysis, most of the computational complexity of the BD-type precoding algorithms comes from the two SVD operations which make the computational complexity of the BD-type precoding algorithms increase with the number of users $K$ and the system dimensions.

### 2.5.2.2 Tomlinson-Harashima Precoding

The concept of "writing on dirty paper" was introduced by Costa in [18]. The traditional additive Gaussian noise channel is modified to include an additive interference term that is known at the transmitter

$$y = s + i + n,$$  \(2.68\)

where the quantity $y, s, i, n$ is the the received signal, transmitted signal, interference and Gaussian noise, respectively. If the interference $i$ is known deterministically at the transmit side, the transmitted signal $s$ can be set to $s = d - i$, where $d$ is the codeword. The transmitted power, however, is increased by this setting. And thus, a modulo operator, which is defined below, is necessary to make sure the coded signal falls into the boundary of the modulation alphabet.

$$M_\tau(x) = x - \left\lfloor \frac{\text{Re}(x)}{\tau} + \frac{1}{2} \right\rfloor \tau - j \left\lfloor \frac{\text{Im}(x)}{\tau} + \frac{1}{2} \right\rfloor \tau,$$  \(2.69\)

where $\lfloor \cdot \cdot \cdot \rfloor$ is the floor function and $\tau$ is a constant for the periodic extension of the constellation. Then, the transmitted signal $s$ is obtained as

$$s = M_\tau(d - i) = d - i - \tau k,$$  \(2.70\)

where $k$ is an integer from the floor function. The modulo function reduces the power of the transmitted signal form as compared to what it would be if the simple method of $s = d - i$ were used. Correspondingly, the received signal regarding the transmitted signal $s$ in (2.70) is

$$M_\tau(y) = M_\tau(s + i + n) = M_\tau(d + n).$$  \(2.71\)

Hence, no additional power is needed to cancel the interference that is used in a nominal additive Gaussian noise channel. Costa proved that the capacity of this channel is the
same as if the interference was not present. If the signal has a power constraint \( \|s\|^2 \leq \rho \), then the capacity of this system is

\[
C_{\text{DPC}} = \log_2 \left(1 + \frac{\rho}{N_0}\right),
\]

where \( N_0 \) is the noise power. To use Costa’s analogy, writing on dirty paper is information theoretically equivalent to writing on clean paper when one knows in advance where the dirt is, this approach is called \textit{Dirty Paper Coding} (DPC).

However, DPC is not suitable for practical use due to the requirement of infinitely long codewords and codebooks [25]. Tomlinson-Harashima precoding (THP) [67, 68] is a pre-equalization technique originally proposed for channels with \textit{Intersymbol Interference} (ISI). Then, the THP technique was extended from temporal equalization to spatial equalization for MIMO precoding in [69]. Although THP suffers a performance loss compared to DPC as shown in [70], it can work as a cost-effective replacement of DPC in practice [71]. As revealed in [69, 72], the THP structure can be seen as the dual of the SIC detection implemented at the receive side. In the literature, there are two basic THP structures according to the positions of the diagonal weighted filter, decentralized filters located at the receivers or centralized filters deployed at the transmitter, which are denoted as dTHP or cTHP, respectively [73].

Based on the knowledge of CSI at the transmit side, the interference of the parallel streams of a MIMO system with spatial multiplexing can be subtracted from the current stream. This SIC technique at the transmit side is known as THP and can be seen as the dual of SIC detection at the receive side. Generally, there are three filters to implement the THP algorithm: the feedback filter \( B \in \mathbb{C}^{S \times S} \), the feedforward filter \( F \in \mathbb{C}^{S \times S} \), and the scaling matrix \( G \in \mathbb{C}^{S \times S} \), where \( S \) denotes the total number of transmitted streams. According to the position of \( G \), there are two basic THP structures, which are illustrated in Fig. 2.4. The decentralized THP (dTHP) employs \( G \) (or submatrices of it) at the receivers, whereas the centralized THP (cTHP) uses \( G \) at the transmitter.

The feedback filter \( B \) is used to successively cancel the interference caused by the previous streams from the current stream. Therefore, the feedback filter \( B \) should be a lower triangular matrix with ones on the main diagonal [72]. The feedforward filter \( F \) is used to enforce the spatial causality and has to be implemented at the transmit side for MU-
Figure 2.4: The two basic THP structures. (a) Decentralized THP: the scaling matrix $G$ is separately placed at the receivers. (b) Centralized THP: the scaling matrix $G$ is placed at the transmitter.
MIMO systems because the physically distributed users cannot be processed jointly. The scaling filter $G$ contains the corresponding weighted coefficient for each stream and thus it should have a diagonal structure. The quantity $\tilde{x}$ is the channel symbol after the precoding, $\tilde{x} = Fx$ for dTHP and $\tilde{x} = FGx$ for cTHP. Finally, the received signal after the feedback, feedforward, and the scaling filter, for the dTHP and cTHP is respectively given by

\[
r^{(dTHP)} = G(HFx + n),
\]

\[
r^{(cTHP)} = \beta(H \cdot \frac{1}{\beta} FGx + n),
\]

where the quantity $x \in \mathbb{C}^{S \times 1}$ is the combined transmit channel signal and $n = [n_1^T, n_2^T, \ldots, n_K^T]^T \in \mathbb{C}^{S \times 1}$ is the combined Gaussian noise vector with i.i.d. entries of zero mean and variance $\sigma_n^2$. The factor $\beta$ is used to impose the power constraint $E[\|\tilde{x}\|^2] = \xi$ with $\xi$ being the average transmit power.

As reported in the literature, SIC detection can be efficiently implemented by a QR decomposition [74], whereas THP can be implemented by an LQ decomposition. By utilizing an LQ decomposition on the channel matrix $H$, we have

\[
H = LQ,
\]

where $L$ is a lower triangular matrix and $Q$ is a unitary matrix. Therefore, the filters for THP algorithm can be obtained as

\[
F = Q^H,
\]

\[
G = \text{diag}[l_{1,1}, l_{2,2}, \ldots, l_{S,S}]^{-1},
\]

\[
B^{(dTHP)} = GL, B^{(cTHP)} = LG,
\]

where $l_{i,i}$ is the $i$th diagonal element of the matrix $L$.

From Figure 2.4, the transmitted symbols $x_i$ are successively generated as

\[
x_i = s_i - \sum_{j=1}^{i-1} b_{i,j}x_j, \quad i = 1, \ldots, S,
\]

where $s_i$ is the $i$th transmit data with variance $\sigma_s^2$ and $b_{i,j}$ are the elements of $B$ in row $i$ and column $j$. From the above formulation, the transmit power will be significantly increased
as the amplitude of $x_i$ exceeds the modulation boundary by the successive cancelation. In order to reduce the amplitude of the channel symbol $x_i$ to the boundary of the modulation alphabet, a modulo operation $M(\cdot)$ should be employed which is defined element-wise as

$$M(x_i) = x_i - \left[ \frac{\text{Re}(x_i)}{\tau} + \frac{1}{2}\right] \tau - j \left[ \frac{\text{Im}(x_i)}{\tau} + \frac{1}{2}\right] \tau,$$

(2.80)

where $\tau$ is a constant for the periodic extension of the constellation. The specific value of $\tau$ depends on the chosen modulation alphabet. Common choices for $\tau$ are $\tau = 2\sqrt{2}$ for QPSK symbols and $\tau = 8\sqrt{10}$ in case of rectangular 16-QAM when the symbol variance is one [75]. The modulo processing is equivalent to adding a perturbation vector $d$ to the transmit data $s$, such that the modified transmit data are

$$v = s + d.$$

(2.81)

Thus, the initial signal constellation is extended periodically and the effective transmit data symbols $v_k$ are taken from the expanded set.

Although the modulo operation is employed to restrict the amplitude of $x$ within the same scale as that of $s$, a power loss is introduced by the nonlinear processing of THP, which can be measured by $\alpha = \frac{M}{M-1}$ for the M-QAM constellations [70, 72]. The power loss is not negligible for small modulation sizes, but for moderate sizes of $M$ it is negligible and vanishes as $M$ increases. Except for the power loss, a modulo loss is also introduced by THP due to the received symbols at the boundary of a constellation may be mistaken for symbols at the opposite boundary [70]. The modulo loss is more significant for the small constellations. We neglect the power and modulo loss in this work since moderate sizes of $M$ are employed. Then, we have $E\|x\| \approx E\|s\|$. Since the statistical property of $x$ is not changed by the multiplication of the unitary matrix $F$, the normalization factor $\beta$ is not necessary for dTHP. For cTHP, since the power and modulo loss can be neglected, the normalization factor is approximately obtained as

$$\beta = \frac{E\|FGx\|}{E\|s\|} \approx \sqrt{\sum_{i=1}^{S} (1/l_{i,d}^2)}.$$

(2.82)

Mathematically, the feedback processing is equivalent to an inversion operation $B^{-1}$. Therefore, the transmitted symbol $x$ can be written as

$$x = B^{-1}v = B^{-1}(s + d),$$

(2.83)
Then, the received signal for dTHP and cTHP can be respectively expressed as
\[
\begin{align*}
    r^{(dTHP)} &= v + Gn, \\
    r^{(cTHP)} &= v + \beta n.
\end{align*}
\] (2.84) (2.85)

From (2.84) and (2.85), we can see that the THP can transfer the MU-MIMO channel into equivalent parallel SISO channel as BD-type precoding.

### 2.5.2.3 Vector Perturbation

A nonlinear vector perturbation (VP) approach, which is based on *Sphere Encoding* (SE) to perturb the data, was proposed in [26]. With the perturbation, a near optimal performance is achieved by VP precoding [76]. Assume the quantity \( u \in \mathbb{C}^K \) is the data vector, and \( u \) is perturbed
\[
\tilde{u} = u + \tau \ell, \tag{2.86}
\]
where \( \tau \) is a positive real number and \( \ell \) is a \( K \)-dimensional complex integer vector needs to be decided. For the ZF-VP, the transmitted channel signal is
\[
x = \frac{1}{\sqrt{\beta}} H^\dagger \tilde{u}, \tag{2.87}
\]
with \( H^\dagger = H^H (H^H H)^{-1} \) and the parameter \( \beta = \| H^{-1} \tilde{u} \|^2 \). The scalar \( \tau \) is chosen to make sure that the original transmit data vector \( u \) can solely be restored at the receive side by applying the modulo operation in (2.69). Usually, the value of \( \tau \) is designed according to the chosen constellation
\[
\tau = 2(|c|_{\text{max}} + \Delta/2), \tag{2.88}
\]
where \( |c|_{\text{max}} \) is the absolute value of the constellation symbols with greatest magnitude, and \( \Delta \) is the smallest distance between two constellation symbols. The perturbation vector \( \ell \) is designed to minimize the transmit power normalization
\[
\ell = \text{argmin}_{\ell'} \| H^{-1} \tilde{u} \|^2 = \text{argmin}_{\ell'} \| H^{-1} (u + \tau \ell') \|^2. \tag{2.89}
\]
Equation (2.89) is a \( K \)-dimensional integer-lattice least-squares problem, for which there exist a large number of algorithms, in particular the *sphere decoder* algorithm [77–79].
As it is applied at the transmit side, it is referred as *sphere encoder* in [26]. The MMSE-VP has been derived in [80]. Note that the THP is a constrained type of VP, however, finding the optimal perturbation vector can be a nondeterministic polynomial time (NP)-hard problem.

### 2.5.2.4 Limited Feedback Techniques

If we want to adopt a precoding strategy to counteract the MUI or channel fading, the *Channel State Information* (CSI) must be available at the transmit side. In TDD systems, the channel information at the transmit side can be obtained by using the reciprocity principle, that is, the uplink and downlink of the TDD system are sharing the same channel to transmit and receive data. In FDD systems, the uplink and downlink employ different frequencies to transmit and receive signals, thus the channel information need to be estimated and fed back from the receive side to the transmit side in the FDD systems. Furthermore, it is impossible to feed back all the channel information from the receive side to the transmit side due to the fact that the bandwidth of the control channel is limited. Therefore, a reasonable way to feed back the channel information is through *limited feedback* techniques.

The channel $\mathbf{H}$ is usually obtained at the receiver through procedures such as training. As pointed out in [81] that allowing the receiver to send a small number of information bits about the channel conditions to the transmitter can allow near optimal channel adaptation. The general idea of *limited feedback* is that the receiver quantizes some function of $\mathbf{H}$ using *Vector Quantization* (VQ) techniques. VQ approaches using the Lloyd algorithm [82] have been shown in [83]. Grassmannian line packing approach has been proposed in [84]. The *Random Vector Quantization* (RVQ) was first proposed in [85], which the codebook is randomly generated. With the benefits achieved by the *limited feedback* techniques, the price is the overhead loss. The role of overhead is discussed and analyzed in [86–88].
2.5.2.5 Simulation Results

In this section, a MU-MIMO system with $N_b = 8$ transmit antennas and $K = 4$ users each equipped with $N_k = 2$ receive antennas is considered; this scenario is denoted as the $(2, 2, 2, 2) \times 8$ case. Uncoded QPSK modulation schemes are employed in the simulation. The channel matrix $H$ is assumed to be a complex i.i.d. Gaussian matrix with zero mean and unit variance. The number of simulation trials is $10^6$ and the packet length is $10^2$ symbols.

As illustrated in Figure 2.5, the BER performance of the BD and RBD precoding algorithms is worse than that of the THP algorithms. For the THP algorithms, a better BER performance is offered by ZF-dTHP over ZF-cTHP, while a much better BER performance is achieved by MMSE-cTHP than MMSE-dTHP. The maximum transmit diversity order is achieved by MMSE-VP.

2.6 Lattice Reduction Techniques

*Lattice Reduction* (LR) is another preprocessing and detection technique that has recently attracted significant research efforts. Yao and Wornell [89] used the LR algorithm in conjunction with MIMO detection techniques. The symbol error rate curves can parallel the maximum-likelihood detection by using LR-aided detection schemes. For this reason, a great deal of interest has been devoted to exploring the application of LR in MIMO systems. The LR-aided detection schemes with respect to the minimum mean square error criterion have been extended by Wübben et al [90]. In [91] not only the LR-aided SU-MIMO detection but also the LR-aided SU-MIMO precoding has been investigated. LR-aided MIMO precoding for decentralized receivers was first investigated in [69].

2.6.1 Lattice Reduction Algorithms

The most commonly used LR algorithm is the LLL algorithm which was first proposed by Lenstra, Lenstra, and L. Lovasz in [92]. The essence of the LLL algorithm is to orthogonalize the columns of the channel matrix and reduce its size as well. The LLL algo-
Figure 2.5: The BER performance of MIMO Precoding Algorithms.
rithm cannot guarantee to find the optimal lattice basis which can be found by Korkin and Zolotarev (KZ) reduction which is an exponential-time lattice reduction algorithm [93]. As pointed in [94], the KZ reduction is infeasible in practice due to its high complexity. Through the LLL algorithm, only the real value-based matrix can be processed which may lead to extra unnecessary complexity when the channel has large dimensions. In order to reduce the computational complexity further, the complex LLL (CLLL) algorithm was proposed in [95]. The overall complexity of CLLL algorithm is nearly half of the LLL algorithm without sacrificing any performance. Gram-Schmidt orthogonalization procedure and size reduction are the two core components of the LR algorithm. In order to simplify the system structure, the Complex Lattice Reduction (CLR) algorithm is employed in this report. A complex lattice is a set of points,

\[ L(\mathbf{H}) = \{ \mathbf{H} \mathbf{x} | x_l \in \mathbb{Z} + j\mathbb{Z} \}, \]  

(2.90)

where \( \mathbf{H} = \{ h_1, h_2, \cdots, h_{N_b} \} \) contains the bases of the lattice \( L(\mathbf{H}) \). Actually, any matrix \( \tilde{\mathbf{H}} \) can generate the same lattice as \( \mathbf{H} \) if and only if

\[ \tilde{\mathbf{H}} = \mathbf{H} \mathbf{U}, \]  

(2.91)

where \( \mathbf{U} \) is a unimodular matrix (\( |\text{det}\mathbf{U}| = 1 \)) and all elements of \( \mathbf{U} \) are complex integers, i.e. \( u_{l,k} \in \mathbb{Z} + j\mathbb{Z} \). The aim of the CLR algorithm is to find a new basis \( \tilde{\mathbf{H}} \) which is shorter and nearly orthogonal compared to the original matrix \( \mathbf{H} \). By the QR decomposition, \( \mathbf{H} = \mathbf{Q} \mathbf{R} \), where \( \mathbf{Q} \) is an orthogonal matrix with unit length (\( \mathbf{Q}' \mathbf{Q} = \mathbf{I}_{N_b} \)) and the upper-triangular matrix \( \mathbf{R} \) is a rotated and reflected representation of \( \mathbf{H} \). Thus, each column vector \( h_k \) of \( \mathbf{H} \) is given by [90]

\[ h_k = \sum_{l=1}^{k} r_{l,k} q_l, \]  

(2.92)

where \( q_l \) is the \( l \)th column of \( \mathbf{Q} \). If \( |r_{1,k}|, \ldots, |r_{k-1,k}| \) are close to zero, we can say that \( h_k \) is almost orthogonal to the space spanned by \( h_1, \ldots, h_{k-1} \). Similarly, the QR decomposition of \( \tilde{\mathbf{H}} \) is \( \tilde{\mathbf{H}} = \tilde{\mathbf{Q}} \tilde{\mathbf{R}} \). Then, the basis for \( L(\mathbf{H}) \) is CLLL reduced if both of the following conditions are satisfied

\[ |\tilde{r}_{l,k}| \leq \frac{1}{2} |\tilde{r}_{l,l}|, \quad 1 \leq l < k \leq N_b, \]  

(2.93)
\[ \delta |\tilde{r}_{k-1,k-1}|^2 \leq |\tilde{r}_{k,k}|^2 + |\tilde{r}_{k-1,k}|^2, \quad 2 \leq k \leq N_b, \] (2.94)

where \( \delta \in (\frac{1}{2}, 1] \) influences the quality of the reduced basis and the computational complexity. We usually set \( \delta = \frac{3}{4} \) to achieve a trade-off between performance and complexity [92].

From the definition in (2.91), the lattice \( \mathcal{L}(H) \) can have infinitely many different bases other than \( \tilde{H} \). For any unimodular matrix \( U \) which satisfies \( |\det U| = 1 \) and \( u_{l,k} \in \mathbb{Z} + j\mathbb{Z} \), there will be a corresponding basis \( \tilde{H} \).

### 2.6.2 Lattice Reduction Aided Detection and Precoding

The CLR-reduced channel matrix \( \tilde{H} \) has a better channel quality compared to the original channel matrix \( H \). If the MIMO receivers were designed based on \( \tilde{H} \), a better detector performance can be achieved due to less noise enhancement by \( \tilde{H} \). The CLR aided MIMO detection structure is illustrated below.

![Figure 2.6: LR Aided MIMO Detection Structure.](image)

In Fig. 2.6, the quantity \( s \) is the transmit M-QAM signal. The set of M-QAM constellation is given by \( \mathcal{S} = \{ \frac{1}{2}(1 \pm 1)a, \frac{3}{2}(1 \pm 1)a, \ldots, \frac{\sqrt{M-1}}{2}(1 \pm 1)a \} \). The parameter \( a = \sqrt{6/M - 1} \) is used for normalizing the power of the transmit signals to 1. With \( \tilde{H} = HU \), the received signal can be rewritten as

\[ y = HS + n = HUU^{-1}s + n = H^*z + n, \] (2.95)

where \( z = U^{-1}s \) is the equivalent transmit signal.

From (2.103), the receive filter of LR-aided ZF detection is designed based on the LR transformed channel matrix \( \tilde{H} \),

\[ G_{LR-ZF} = (\tilde{H}^* \tilde{H})^{-1} \tilde{H}^*H. \] (2.96)
Then, the signal after LR detector is \( \hat{z} = z + G_{LR-ZF}n \). Finally, the estimation of the original transmit signal \( s \) is given by
\[
\hat{s} = U \hat{z}.
\] (2.97)

Since \( U \) is a unimodular matrix, the statistical properties of \( Un \) are identical to those of \( n \). Therefore, the estimation error covariance matrix of ZF detection is
\[
\Phi_{LR-ZF} = E\{(\hat{s} - s)(\hat{s} - s)^H\} = \sigma_n^2 G_{LR-ZF}G_{LR-ZF}^H,
\] (2.98)

From (2.98), the BER performance of the LR-aided ZF detector will be degraded by \( G_{LR-ZF} \). Therefore, the effect of noise enhancement will be moderated due to the fact that \( G_{LR-ZF} \) is better conditioned as compared to the conventional \( G_{ZF} \). The LR-aided MMSE detection can be implemented in a straightforward way on the extended channel matrix in (2.43).

For the LR-aided SIC detection, the QR decomposition is implemented on the lattice transformed channel matrix, \( \tilde{H} = QR \), and then computes \( \tilde{y} = Q^H y \). The detection steps of LR-aided SIC are summarized below
\[
\tilde{z}_N = \left[ \frac{\tilde{y}_N}{r_{N_b,N_b}} \right],
\] (2.99)
\[
\tilde{z}_i = \left[ \frac{\tilde{y}_i - \sum_{j=i+1}^m r_{i,j} \tilde{z}_j}{r_{i,i}} \right],
\] (2.100)
where the quantity \( r_{i,j} \) are the elements of \( R \) in row \( i \) and column \( j \) with \( i = N_b - 1, ..., 1 \).

Finally, we have \( \tilde{z} = [\tilde{z}_1, ..., \tilde{z}_{N_b}]^T \).

After the receive filter, the estimated transmit signal \( \hat{s} \) can be obtained by \( \hat{s} = U \tilde{z} \). However, the elements of \( U \tilde{z} \) are far from integers and a serious performance loss will be caused if \( U \tilde{z} \) was quantized directly. In order to avoid the quantization error caused by rounding as much as possible, proper shifting and scaling工作 should be done before multiplying the received signal by \( U \). The estimation of \( z \) is,
\[
\hat{z} = a(\hat{z} + \frac{1}{2} U^{-1} 1_{N_b}),
\] (2.101)
where \( \hat{z} = [\frac{1}{2} \hat{z} - \frac{1}{2} U^{-1} 1_{N_b}] \). Finally the estimated transmit signal \( s \) can be easily obtained by \( \hat{s} = U \hat{z} \). Another promising application of lattice reduction in wireless
communications is efficient precoding. Instead of performing the CLLL reduction on $H$, the CLLL reduction is implemented on $H^T$ in the precoding scenario [91, 96], that is

$$\tilde{H} = UH.$$  \hspace{1cm} (2.102)

With $H = U^{-1}\tilde{H}$, the received signal can be rewritten as

$$y = HPs + n = U^{-1}\tilde{H}Ps + n.$$  \hspace{1cm} (2.103)

Therefore, the design of the precoding filter $P$ is based on the lattice reduced matrix $\tilde{H}$.

### 2.6.3 Simulation Results

In this section, the BER performance of LR-aided MIMO detection and LR-aided precoding algorithms are illustrated, respectively. A $(2, 2, 2) \times 6$ MU-MIMO systems with un-coded QPSK modulation is considered. The channel matrix $H$ is assumed to be a complex Gaussian matrix with zero mean and unit variance.

From Figure 2.7, we can find that the BER performance of LR-aided ZF detection algorithms is better than their conventional counterparts. In addition, the LR-aided SIC detectors show a similar diversity order with that of the SD. The best BER performance is achieved by SD, its computational complexity, however, is considerably higher than LR-aided SIC detections.

Figure 2.8 illustrates the BER performance of LR-aided precoding algorithms. It is clear that better BER performances are achieved by the LR-aided precoding compared to their corresponding conventional precoding algorithms at high $E_b/N_0$s. The improved gain comes from the LR transformation, which provides a better equivalent channel matrix. Actually, if the equivalent channel is strictly orthogonal between each other the maximum transmit diversity order could be achieved by the LR-aided linear precoding algorithms [91].
Figure 2.7: The BER performance of LR-aided MIMO Detection Algorithms.
Figure 2.8: The BER performance of LR-aided MIMO Precoding Algorithms.
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Regularized Block Diagonalization (RBD) is a well-known precoding algorithm for MU-MIMO systems. By employing RBD precoding algorithm, the MU-MIMO broadcast channel is decomposed into multiple independent parallel SU-MIMO channels and achieves the maximum diversity order at high data rates. The computational complexity of the RBD precoding algorithm, however, is relatively high due to two singular SVD operations which hinder their applications for large MIMO systems. In this Chapter, a low-complexity lattice reduction-aided RBD algorithm is proposed. For convenience, the proposed algorithm is termed as LC-RBD-LR in this Chapter. The first SVD of RBD pre-
coding algorithms is replaced by a QR decomposition, and the orthogonalization procedure provided by the second SVD is substituted by a lattice-reduction whose complexity is mainly contributed by a QR decomposition. Analytical and simulation results show that the proposed LC-RBD-LR algorithm can achieve almost the same sum-rate as RBD, substantial BER performance gains and a simplified receiver structure, while requiring a lower complexity.

### 3.1 Introduction

Unlike the received signal in SU-MIMO systems, the received signals of different users in MU-MIMO systems not only suffer from the noise and inter-antenna interference but are also affected by the multiuser interference (MUI). Channel inversion based strategies such as ZF and MMSE precoding [64, 97, 98] can be still used to cancel the MUI, but they result in a reduced throughput or require a higher power at the transmitter [99]. BD precoding algorithm has been proposed in [29] to improve the sum-rate or reduce the transmitted power. However, BD precoding only takes the MUI into account and suffers a performance loss at low SNRs when the noise is the dominant factor. Therefore, the regularized block diagonalization (RBD) precoding which introduces a regularization to take the noise term into account has been proposed in [66].

The main steps for RBD are two SVD operations. The first SVD is implemented to transform the MU-MIMO channel into a set of parallel equivalent SU-MIMO channels, where each user channel has the same properties as a conventional SU-MIMO channel [30]. The second SVD is used to orthogonalize the equivalent SU-MIMO channels and obtain a power loading matrix. For the RBD algorithm we still need a unitary matrix for decoding, which is obtained by the second SVD, to orthogonalize each user’s stream. The second SVD can be either computed at the transmit side or the receive side. If the second SVD is implemented at the transmit side, the corresponding decoding matrix needs to be informed to each distributed receiver, which requires an extra control overhead [100]. If the second SVD is implemented at the receive side, not only the complexity of the receiver will be increased but also the corresponding equivalent CSI after the first SVD precoding must be known or estimated by each receiver. In addition, due to these two
SVD operations, the computational complexity of RBD is relatively high compared with the linear precoding algorithms.

In order to reduce the complexity of RBD, the first SVD of RBD is replaced with a less complex LQ decomposition in [1], which results in the same performance as the original RBD precoding algorithm. We term the low-complexity implementation of RBD in [1] as QR/SVD RBD and adopt it to get the first precoding filters due to its lower computational complexity and equivalent performance to the original RBD in [66]. In order to reduce the complexity further and to obtain a better BER performance, the second SVD is replaced by a complex lattice reduction whose complexity is mainly due to a QR decomposition. The aim of the LR algorithm is to find a new basis which is shorter and nearly orthogonal as compared to the original matrix. Therefore, if the second precoding filters for the equivalent SU-MIMO channels after the first SVD were designed based on the lattice reduced channel matrix, a better BER performance can be achieved. Then, a low-complexity LR-aided RBD precoding algorithm is proposed, which not only has a lower complexity but also achieves a better BER performance than the RBD or QR/SVD RBD.

It is worth noting that the two SVDs are no longer required in the proposed algorithm which only needs the CSI at the transmitter and a quantization procedure at the receiver. Hence, the required computational effort for each user’s receiver is reduced and a significant amount of transmit power can be saved which is very important considering the mobility of the users.

3.2 System Model

We consider an uncoded MU-MIMO broadcast channel, with \( N_b \) transmit antennas at the BS and \( N_k \) receive antennas at the \( k \)th user. With \( K \) users in the system, the total number of receive antennas is \( N_u = \sum_{k=1}^{K} N_k \). We assume a flat fading MIMO channel and the received signal at the \( k \)th user is given by

\[
y_k = \beta^{-1}(H_k P_k s_k + H_k \sum_{j=1, j \neq k}^{K} P_j s_j + n_k),
\]  

(3.1)
where \( H_k \in \mathbb{C}^{N_k \times N_b} \) is the \( k \)th user’s channel matrix. The quantity \( P_k \in \mathbb{C}^{N_b \times N_k} \) is the precoding matrix, \( \beta \) is a scalar chosen to make sure the energy of the precoded signal is not greater than the average transmit power \( E_s \). The quantity \( s_k \in \mathbb{C}^{N_k} \) is the \( k \)th user’s transmit signal, and \( n_k \in \mathbb{C}^{N_k} \) is the \( k \)th user’s Gaussian noise with independent and identically distributed (i.i.d.) entries of zero mean and variance \( \sigma_n^2 \).

### 3.3 Proposed LC-RBD-LR Algorithm

From the system model, the combined channel matrix is given by

\[
H = [H_1^T, H_2^T, \ldots, H_K^T]^T.
\]

We exclude the \( k \)th user’s channel matrix and define \( \overline{H}_k = [H_1^T, H_{k-1}^T, H_{k+1}^T, \ldots, H_K^T]^T \), so that \( \overline{H}_k \in \mathbb{C}^{N_k \times N_b} \), where \( N_k = N_u - N_k \). The proposed precoder design is performed in two steps. Correspondingly, the precoding matrix in (3.1) can be rewritten as

\[
P_k = \beta P^a_k P^b_k.
\]

**Step 1: Obtain the first precoding matrix** \( P^a_k \) in RBD by a LQ decomposition of an extension of the matrix \( \overline{H}_k \).

For user \( k \), the channel extension of \( \overline{H}_k \) is defined as

\[
\overline{H}_k = [\rho I_{N_k}, \overline{H}_k],
\]

where \( \rho = \sqrt{\frac{N_u \sigma_n^2}{E_s}} \) and \( I_{N_k} \) is a \( N_k \times N_k \) identity matrix. The LQ decomposition of \( \overline{H}_k^H \) is given by

\[
\overline{H}_k = L_k Q_k,
\]

where \( Q_k \) is an \( (N_k + N_b) \times (N_k + N_b) \) unitary matrix and \( L_k \) is an \( N_k \times (N_k + N_b) \) lower triangular matrix. The lower matrix \( L_k \) can be partitioned into two parts as

\[
L_k = \begin{bmatrix} L^1_k & L^0_k \end{bmatrix},
\]

where \( L^1_k \in \mathbb{C}^{N_k \times N_k} \) holds the lower triangular structure and \( L^0_k \in \mathbb{C}^{N_k \times N_b} \) is a zero matrix. Multiplying both sides of (3.2) with \( Q_k^H \), we can obtain

\[
\overline{H}_k Q_k^H = \begin{bmatrix} 0, \overline{H}_k \end{bmatrix} \begin{bmatrix} Q_{k,1} & Q_{k,2} \\ Q_{k,3} & Q_{k,4} \end{bmatrix} = \begin{bmatrix} L^1_k & L^0_k \end{bmatrix},
\]

where $Q_{k,1} \in \mathbb{C}^{N_k \times N_k}$, $Q_{k,2} \in \mathbb{C}^{N_k \times N_b}$, $Q_{k,3} \in \mathbb{C}^{N_b \times N_k}$ and $Q_{k,4} \in \mathbb{C}^{N_b \times N_b}$. Because $L_k^0$ is a zero matrix, we can obtain
\begin{equation}
\mathbf{H}_k Q_{k,4} = -\rho \mathbf{I} Q_{k,2},
\end{equation}
\begin{equation}
Q_{k,4}^H \mathbf{H}_k^H = -\rho Q_{k,2}^H \mathbf{I}.
\end{equation}

Multiplying both sides of (3.6) with $Q_{k,4}^H \mathbf{H}_k^H$ we have,
\begin{equation}
Q_{k,4}^H \mathbf{H}_k^H \mathbf{H}_k Q_{k,4} - \rho^2 Q_{k,2}^H Q_{k,2} = 0.
\end{equation}

Due to the fact that $Q_{k,2}^H Q_{k,2} + Q_{k,4}^H Q_{k,4} = \mathbf{I}$, we can obtain
\begin{equation}
Q_{k,4}^H (\mathbf{H}_k^H \mathbf{H}_k + \rho^2 \mathbf{I}) Q_{k,4} = \rho^2 \mathbf{I}.
\end{equation}

Considering the SVD decomposition of $\mathbf{H}_k = \mathbf{U}_k \mathbf{\Sigma}_k \mathbf{V}_k^H$, we have
\begin{equation}
Q_{k,4}^H \mathbf{V}_k (\mathbf{\Sigma}_k^T \mathbf{\Sigma}_k + \rho^2 \mathbf{I}) \mathbf{V}_k^H Q_{k,4} = \rho^2 \mathbf{I}.
\end{equation}

Thus, we can obtain
\begin{equation}
Q_{k,4} = \rho \mathbf{V}_k (\mathbf{\Sigma}_k^T \mathbf{\Sigma}_k + \rho^2 \mathbf{I})^{-1/2}.
\end{equation}

Mathematically, the $Q_{k,4}$ in (3.11) is equivalent to the first precoding matrix $P_a^k$ of RBD in (2.61) and satisfies the RBD constraint defined in (2.58). Compared to the conventional RBD precoding, the first precoding filter $P_a^k$ for the proposed LC-RBD-LR algorithm is obtained by an LQ decomposition. Because the first SVD operation is avoided, a considerable computational complexity can be reduced. Then, the first precoding matrix $P_a^k$ for the $k$th user is obtained as
\begin{equation}
P_a^k = Q_k (N_k + 1 : N_k, \ N_k + 1 : N_k + N_b),
\end{equation}
and the first combined precoding matrix for all users is
\begin{equation}
P_a = [P_{a,1}^k, P_{a,2}^k, \ldots, P_{a,K}^k].
\end{equation}

Step 2: Employ the CLR algorithm instead of the second SVD to implement the size-reduction, and obtain the second precoding matrix $P_b^k$ by implementing channel inversion.
The aim of the CLR transformation is to find a new basis \( \tilde{H} \) which is nearly orthogonal compared to the original matrix \( H \) for a given lattice \( L(H) \). After the first precoding, the effective channel matrix for the \( k \)th user is

\[
H_{\text{eff}}^{k} = H^{k} P^{a}_{k}.
\] (3.14)

We perform the CLR transformation on \( H^{T}_{\text{eff}}^{k} \) in the precoding scenario [91], that is

\[
\tilde{H}_{\text{eff}}^{k} = U^{k} H_{\text{eff}}^{k},
\] (3.15)

where \( U^{k} \) is a unimodular matrix (\( \det |U^{k}| = 1 \)) and all elements of \( U^{k} \) are complex integers, i.e. \( u_{i,j} \in \mathbb{Z} + j\mathbb{Z} \).

By using the ZF precoding approach, the second precoding matrix for user \( k \) is given as

\[
\tilde{P}^{b}_{\text{ZF}}^{k} = \tilde{H}_{\text{eff}}^{H}(\tilde{H}_{\text{eff}}^{k} \tilde{H}_{\text{eff}}^{H})^{-1}.
\] (3.16)

The MMSE precoding is equivalent to ZF with respect to an extended system model [90, 101]. The extended channel matrix \( H \) for the precoding scheme is defined as

\[
H = [H, \sigma_{n} I_{N_{u}}].
\] (3.17)

The MMSE precoding filter can be rewritten as \( P_{\text{MMSE}}^{b} = A H^{H}(H^{H} H)^{-1} \), where \( A = [I_{N_{b}}, 0_{N_{b}, N_{u}}] \). The rows of \( H \) determine the effective transmit power amplification. Correspondingly, the CLR transformation should be applied to the transpose of the extended channel matrix \( H^{T}_{\text{eff}}^{k} = [H_{\text{eff}}^{k}, \sigma_{n} I_{N_{k}}]^{T} \) for the MMSE precoding, and thus the CLR transformed channel matrix \( \tilde{H}_{\text{eff}}^{k} \) is obtained. Then, the CLR-aided MMSE precoding filter is given by

\[
\tilde{P}_{\text{MMSE}}^{b} = A \tilde{H}_{\text{eff}}^{H}(\tilde{H}_{\text{eff}}^{k} \tilde{H}_{\text{eff}}^{H})^{-1}.
\] (3.18)

Finally, the second precoding matrix \( \tilde{P}^{b} \) for all users is

\[
\tilde{P}^{b} = \begin{bmatrix}
\tilde{P}^{b}_{1} & 0 & \ldots & 0 \\
0 & \tilde{P}^{b}_{2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \tilde{P}^{b}_{K}
\end{bmatrix}.
\] (3.19)
The resulting precoding matrix is \( \mathbf{\hat{P}} = \beta \mathbf{P}^a \mathbf{P}^b \), where the gain factor \( \beta = \sqrt{E_s / \| \mathbf{P}^a \mathbf{P}^b \|^2} \). Since the lattice reduced precoding matrix \( \mathbf{\hat{P}}^b \) has near-orthogonal columns, it is able to reduce the interference to a lower level than the precoder \( \mathbf{P}^b \) obtained from the linear or BD designs. The required transmit power will be reduced and a better BER performance can be achieved by the proposed LC-RBD-LR algorithm.

The received signal is finally obtained as

\[
y = \beta^{-1}(H\hat{P}s + n).
\] (3.20)

The mainly processing work left for the receiver is to quantize the received signal \( y \) to the nearest transmitted symbols and the decoding matrix \( \mathbf{G}_k \) in the conventional RBD precoding is not needed anymore.

### 3.4 Computational Complexity Analysis

In this section we use the total number of FLOPs to measure the computational complexity of the proposed and existing algorithms. According to [95], the average complexity of the CLR algorithm is almost 1.6 times of the QR decomposition. FLOPs for real QR, SVD and complex QR decomposition are given in [102]. In real arithmetic, a multiply followed by an addition needs 2 FLOPs. With complex-valued quantities, a multiplication followed by an addition needs 8 FLOPs. Thus, the complexity of a complex matrix multiplication is nearly 4 times its real counterpart. For a complex \( m \times n \) matrix \( \mathbf{A} \), its SVD is given by \( \mathbf{A} = U\Sigma V^H \), where \( U \) and \( V \) are unitary matrices and \( \Sigma \) is a diagonal matrix containing the singular values of matrix \( \mathbf{A} \). Rewriting this formulation, we have

\[
\begin{bmatrix}
\mathbf{A}_r & \mathbf{A}_i \\
-\mathbf{A}_i & \mathbf{A}_r 
\end{bmatrix} =
\begin{bmatrix}
\mathbf{U}_r & \mathbf{U}_i \\
\mathbf{U}_i & -\mathbf{U}_r 
\end{bmatrix}
\begin{bmatrix}
\Sigma & 0 \\
0 & \Sigma 
\end{bmatrix}
\begin{bmatrix}
\mathbf{V}^T_r & \mathbf{V}^T_i \\
\mathbf{V}^T_i & -\mathbf{V}^T_r 
\end{bmatrix}.
\] (3.21)

From (3.21), the number of FLOPs required by a \( m \times n \) complex SVD is equivalent to the complexity required by its extended \( 2m \times 2n \) real matrix. We summarize the total FLOPs needed for the matrix operations below:

- Multiplication of \( m \times n \) and \( n \times p \) complex matrices: \( 8mpn - 2mp \);
• QR decomposition of an $m \times n$ ($m \leq n$) complex matrix: $16(n^2m - nm^2 + \frac{1}{3}m^3)$;

• SVD of an $m \times n$ ($m \leq n$) complex matrix where only $\Sigma$ and $V$ are obtained: $32(nm^2 + 2m^3)$;

• SVD of an $m \times n$ ($m \leq n$) complex matrix where $U$, $\Sigma$ and $V$ are obtained: $8(4n^2m + 8nm^2 + 9m^3)$;

• Inversion of an $m \times m$ real matrix: $2m^3 - 2m^2 + m$.

For the case shown in Table 3.1, Table 3.2 and Table 3.3, the complexity of the proposed LC-RBD-LR-ZF is about 43.6% of RBD and 67.5% of the QR/SVD RBD, while the complexity of the proposed LC-RBD-LR-MMSE is about 52.7% of RBD and 81.6% of the QR/SVD RBD. Clearly, the proposed algorithm requires the lowest complexity.

The required number of FLOPs of the proposed and existing algorithms are simulated for different system dimensions and the results are displayed in Figure 3.1. The simulations are implemented in Matlab and we average the curves over 100 independent trials. Moreover, we assume that each user is equipped with $N_k = 2$ antennas and the number of users $K$ is set to make the total number of receive antennas $N_u$ equal to the number of transmit antennas $N_b$. From Figure 3.1, it is clear that the proposed LC-RBD-LR algorithms show a lower computational complexity than that of the RBD and QR/SVD RBD algorithms. It is worth noting that with the increase of the system dimension, the complexity reduction becomes more considerable.

### 3.5 Connection with BD precoding

The connection of LC-RBD-LR from the RBD precoding to the BD precoding is straightforward by defining the channel extension of $\bar{H}_k$ as

$$\bar{H}_k = \begin{bmatrix} 0 & H_k \end{bmatrix}, \tag{3.22}$$

where $0 \in \mathbb{C}^{N_k \times N_k}$ is a zero matrix. The LQ decomposition of $\bar{H}_k$ is given by

$$\bar{H}_k = L_k Q_k, \tag{3.23}$$
Figure 3.1: Computational Complexity in FLOPs for MU-MIMO Systems
Table 3.1: Computational complexity of LC-RBD-LR algorithm

<table>
<thead>
<tr>
<th>Steps</th>
<th>Operations</th>
<th>Flops</th>
<th>Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\text{QR}(\overline{H}_k^H)$</td>
<td>$16K(N_b^2N_k + \frac{1}{3}N_k^3)$</td>
<td>$(2, 2, 2) \times 6$</td>
</tr>
<tr>
<td>2</td>
<td>$H_kP_k^a$</td>
<td>$K(8N_k^2N_b - 2N_k^2)$</td>
<td>552</td>
</tr>
<tr>
<td>3ZF</td>
<td>$\text{CLR}(H_{eff_k}^T)^T$</td>
<td>$25.6K(N_b^2N_k - N_bN_k^2 + \frac{1}{3}N_k^3)$</td>
<td>3891</td>
</tr>
<tr>
<td>3MMSE</td>
<td>$\text{CLR}(H_{eff_k}^T)^T$</td>
<td>$25.6K(N_b^2N_k + N_bN_k^2 + \frac{1}{3}N_k^3)$</td>
<td>7578</td>
</tr>
<tr>
<td>4ZF</td>
<td>$\tilde{H}<em>{eff_k}^H(\tilde{H}</em>{eff_k}^H\tilde{H}_{eff_k}^H)^{-1}$</td>
<td>$K\left(\frac{4}{3}N_k^3 + 12N_k^2N_b - 2N_k^2 - 2N_kN_b\right)$</td>
<td>800</td>
</tr>
<tr>
<td>4MMSE</td>
<td>$\tilde{H}<em>{eff_k}^H(\tilde{H}</em>{eff_k}^H\tilde{H}_{eff_k}^H)^{-1}$</td>
<td>$K\left(\frac{4}{3}N_k^3 + 12N_k^2N_b - 2N_kN_b\right)$</td>
<td>824</td>
</tr>
</tbody>
</table>

where $L_k \in \mathbb{C}^{N_k \times (N_k+N_b)}$ is a lower triangular matrix and $Q_k \in \mathbb{C}^{(N_k+N_b) \times (N_k+N_b)}$ is a unitary matrix. Since $\overline{H}_k$ is a rectangular matrix, we can express or partition the $L_k$ matrix into two factors as

$$L_k = \begin{bmatrix} L^1_k & L^0_k \end{bmatrix},$$

where $L^1_k \in \mathbb{C}^{N_k \times N_k}$ holds the lower triangular structure and $L^0_k \in \mathbb{C}^{N_k \times N_k}$ is a zero matrix. Multiplying the both side of (3.22) with $Q_k^H$, we can obtain

$$\overline{H}_kQ_k^H = \begin{bmatrix} 0, \overline{H}_k \end{bmatrix} \begin{bmatrix} Q_{k,1} & Q_{k,2} \\ Q_{k,3} & Q_{k,4} \end{bmatrix},$$
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Table 3.2: Computational complexity of Conventional RBD

<table>
<thead>
<tr>
<th>Steps</th>
<th>Operations</th>
<th>Flops</th>
<th>Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$U_k^a \Sigma_k^a V_k^{aH}$</td>
<td>$32K(N_bN_k^2 + 2N_k^3)$</td>
<td>$21504$</td>
</tr>
<tr>
<td>2</td>
<td>$(\Sigma_k^a^T \Sigma_k^a + \rho^2 I_b)^{-\frac{1}{2}}$</td>
<td>$K(18N_b + N_k)$</td>
<td>$336$</td>
</tr>
<tr>
<td>3</td>
<td>$V_k^a D_k^a, (D_k^a \leftarrow 2)$</td>
<td>$8KN_b^3$</td>
<td>$5184$</td>
</tr>
<tr>
<td>4</td>
<td>$H_k P_k^a$</td>
<td>$K(8N_k^2N_b - 2N_k^2)$</td>
<td>$552$</td>
</tr>
<tr>
<td>5</td>
<td>$U_k^b \Sigma_k^b V_k^{bH}$</td>
<td>$64K \left( \frac{9}{8}N_k^3 + \frac{1}{2}N_b^2N_k \right)$</td>
<td>$13248$</td>
</tr>
</tbody>
</table>

Table 3.3: Computational complexity of QR/SVD RBD [1]

<table>
<thead>
<tr>
<th>Steps</th>
<th>Operations</th>
<th>Flops</th>
<th>Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\overline{H}_k^H = Q_k R_k$</td>
<td>$16K(N_bN_k^2N_k + \frac{1}{3}N_k^3)$</td>
<td>$12544$</td>
</tr>
<tr>
<td>2</td>
<td>$H_{eff_k} = H_k P_k^a$</td>
<td>$K(8N_k^2N_b - 2N_k^2)$</td>
<td>$552$</td>
</tr>
<tr>
<td>3</td>
<td>$H_{eff_k} = U_k^b \Sigma_k^b V_k^{bH}$</td>
<td>$64K \left( \frac{9}{8}N_k^3 + \frac{1}{2}N_bN_k^2 \right)$</td>
<td>$13248$</td>
</tr>
</tbody>
</table>

where $Q_{k,1} \in \mathbb{C}^{N_k \times N_k}$, $Q_{k,2} \in \mathbb{C}^{N_k \times N_b}$, $Q_{k,3} \in \mathbb{C}^{N_b \times N_k}$ and $Q_{k,4} \in \mathbb{C}^{N_b \times N_b}$. Since $L_k^b$ is a zero matrix, we can get the fact that

$$\overline{H}_k Q_{k,4} = L_k^0 = 0,$$

(3.26)

the matrix $Q_{k,4}$ forms an orthogonal basis for the null space $\overline{H}_k$ and satisfies the BD constraint in (2.57). Therefore, the first BD precoding filter for the $k$th user is alternatively
obtained as

\[ P_k^a = Q_k^4. \]  

(3.27)

After the first precoding, we transform the MU-MIMO channel into equivalent parallel SU-MIMO channels. The second precoding filter \( P_k^b \) can be obtained by implementing the LR-aided linear precoding process in Step 2. Note that the dimension constraint of the conventional BD-type precoding in (2.67) is overcome by the proposed LC-BD-LR type precoding algorithm since the columns of \( \bar{H} \) are increased from the matrix extension in (3.6) and (3.22).

### 3.6 The Influence of Imperfect Channels

It is well-known in the literature that perfect CSI is impractical due to the often inaccurate channel estimation and the CSI feedback errors [20, 103]. The estimation errors or feedback errors can be modeled as a complex random Gaussian noise \( E \) with i.i.d. entries of zero mean and variance \( \sigma_e^2 \). The imperfect channel matrix \( H_e \) is defined as

\[ H_e = H + E, \]  

(3.28)

where the precoding matrix \( P \) has to be designed based on the feedback channel \( H_e \) while the physical channel is \( H \) during each transmission. Correspondingly, the precoding matrix \( P \) has to be designed based on the feedback channel \( H_e \) while the physical channel is \( H \) during each transmission. Therefore, the BER performance will be degraded by the distortion term \( E \). Assuming that the precoding matrix \( P \) is designed according to the LC-RBD-LR-ZF precoding algorithm, the received signal is given by

\[ y = (H_e - E)Ps + \beta^{-1}n = s - EPs + \beta^{-1}n, \]  

(3.29)

where \( EPs \) is the interference term caused by the imperfect CSI. The error covariance matrix is obtained as

\[ \Phi_{ee} = E[(y - s)(y - s)^H] = \sigma_e^2E[PP^H] + \beta^{-2}\sigma_n^2. \]  

(3.30)

With perfect CSI, \( \sigma_e^2 \) is zero in \( \Phi_{ee} \) and the total error is only determined by the noise term \( n \); if there exists estimation errors or feedback errors, however, the total error \( \Phi_{ee} \) is
not only affected by the noise $n$ but also influenced by the distortion term $E$. Thus the BER performance would become worse with the increase of the distortion power $\sigma^2_e$.

Another factor that we should take into account is the spatial correlation caused by sparse scattering and insufficient spacing between adjacent antennas [103]. The Kronecker model of a correlated channel matrix can be written as [2]

$$H_c = R_R^{\frac{1}{2}} H R_T^{\frac{1}{2}},$$

(3.31)

where $R_R$ and $R_T$ are receive and transmit covariance matrices with $Tr(R_R) = N_u$ and $Tr(R_T) = N_b$. Both $R_R$ and $R_T$ are positive semi-definite Hermitian matrices. In the presence of receive or transmit correlation, the rank of $H_c$ is constrained by $\min(r(R_R), r(R_T))$. Therefore, the system will suffer both BER and sum-rate performance losses because of the rank deficiency. For the case of an urban wireless environment, the UE is always surrounded by rich scattering objects and the channel is most likely independent Rayleigh fading at the receive side. From the transmitter’s point of view, however, the spatial structure of the channel is governed by remote scattering objects and will most likely result in a highly spatially correlated scenario [45]. Hence, we assume $R_R = I_u$, and thus we have

$$H_c = H R_T^{\frac{1}{2}}.$$ 

(3.32)

To study the effect of antenna correlations, random realizations of correlated channels are generated according to the exponential correlation model [46] such that the elements of $R_T$ are given by

$$R_{ij} = \begin{cases} \rho^{j-i}, & i \leq j \\ \rho^{i-j}, & i > j \end{cases}, \quad |\rho| \leq 1$$

(3.33)

where $\rho$ is the correlation coefficient between any two neighboring antennas. This correlation model is suitable for our study since, in practice, the correlation between neighboring channels is higher than that between distant channels. In the following, we examine the performance of the above precoding algorithms with $|\rho| = 0.2, 0.5$ and 0.7.
3.7 Simulation Results

A system with $N_b = 6$ transmit antennas and $K = 3$ users each equipped with $N_k = 2$ receive antennas is considered; this scenario is denoted as $(2, 2, 2) \times 6$ case.

3.7.1 Perfect Channel Scenario

The transmitted signal $s_k$ of the $k$th user employs QPSK modulation. The channel matrix $H_k$ of the $k$th user is modeled as a complex Gaussian channel matrix with zero mean and unit variance. We assume an uncorrelated block fading channel, that is, the channel is static during each transmit packet and there is no correlation between the antennas. We also assume that the channel estimation is perfect at the receive side and the feedback channel is error free. For simplicity we do not consider the power loading between users and streams and we term this strategy as no power loading (NPL). The number of simulation trials is $10^6$ and the packet length is $10^2$ symbols. The $E_b/N_0$ is defined as $E_b/N_0 = \frac{N_{\text{bits}}E_s}{N_bMN_0}$ with $M$ being the number of transmitted information bits per channel symbol.

Figure 3.2 shows the BER performance of the proposed and existing algorithms. It is clear that the proposed algorithm has a better performance compared to the BD, RBD and QR/SVD RBD algorithms. The QR/SVD RBD has the same BER performance as the RBD. At the BER of $10^{-2}$, LC-RBD-LR-ZF has a gain of more than 6 dB compared to the RBD, whereas LC-RBD-LR-MMSE has a gain of more than 7 dB over RBD. It is worth noting that the BER performance of RBD is outperformed by the proposed LC-RBD-LR-MMSE in the whole $E_b/N_0$ range and the improved BER gains become more significant with the increase of $E_b/N_0$. The BER performance of RBD is actually dependent on the power loading algorithm being used, an improved diversity (impD) power loading algorithm is proposed in [66] to achieve a better BER performance for RBD. For a fair comparison, the RBD with impD power loading is simulated and the comparison with the proposed algorithm is shown as well in Figure 3.2. As we can see, RBD-impD shows a 5 dB gains over RBD-NPL at BER around $2.8 \times 10^{-3}$; however, it still gets 5 dB loss compared to the proposed LC-RBD-LR-MMSE algorithm.
Figure 3.2: BER performance, \((2, 2, 2) \times 6\) MU-MIMO
Figure 3.3 illustrates the sum-rate of the proposed and existing algorithms. The sum-rate is calculated using [104]:

$$C = \log(\det(I + \sigma_n^2 \mathbf{H} \mathbf{P} \mathbf{H}^H)) \text{ (bits/Hz).}$$  \hfill (3.34)

From Figure 3.3, the proposed LC-RBD-LR-MMSE has the same sum-rate as RBD at low $E_b/N_0$s. At high $E_b/N_0$s, it is slightly inferior to the RBD but requires a lower computational complexity.

Figure 3.3: Sum-rate performance, $(2, 2, 2) \times 6$ MU-MIMO
3.7.2 Imperfect Channel Scenario

In order to measure the robustness of the proposed LC-RBD-LR type precoding algorithm, we need to consider the scenarios of imperfect CSI at the transmit side and channels with spatial correlation as well.

Figure 3.4 gives the BER performance of the above algorithms with imperfect CSI of a fixed $E_b/N_0 = 10$ dB. It is clear that by increasing the distortion noise power $\sigma_e^2$, the BER gets worse for all the above algorithms. The proposed LC-RBD-LR-MMSE outperforms RBD when $\sigma_e^2$ is below $10^{-1}$, however, for severe distortions. RBD is more robust and reliable than the other algorithms.

![Figure 3.4: Sum-rate performance, (2, 2, 2) × 6 MU-MIMO](image)
Figure 3.5 and Figure 3.6 display the BER and sum-rate performances of the above algorithms with spatial correlation. It is obvious that both BER and sum-rate performance deteriorate with the increase of the correlation coefficient $r$. The BER performance of the proposed LC-RBD-LR-ZF and LC-RBD-LR-MMSE outperform the BD and RBD algorithms from slight to the severe correlations. Due to the second step being based on the channel inversion strategy, the proposed algorithms still suffer a little sum-rate loss at high SNRs. At low SNRs, however, the sum-rate of the proposed LC-RBD-LR-MMSE gradually becomes better compared to the RBD. For example, with the highly correlated scenario $|r| = 0.7$, the sum-rate of LC-RBD-LR-MMSE is better than RBD from 0 dB to 10 dB, which illustrates the robustness when the proposed algorithms encounter spatial correlation.

\[\begin{align*}
\text{BER} & : 10^{-1} \\
\text{Eb/N0 / dB} & : 0, 5, 10, 15, 20, 25
\end{align*}\]

\[\begin{align*}
\text{BER} & : 10^{-1} \\
\text{Eb/N0 / dB} & : 0, 5, 10, 15, 20, 25
\end{align*}\]

**Figure 3.5: Sum-rate performance, \((2, 2, 2) \times 6\) MU-MIMO**

Figure 3.6: Sum-rate performance, \((2, 2, 2) \times 6\) MU-MIMO

3.8 Summary

In this Chapter, a low-complexity precoding algorithm for MU-MIMO systems has been proposed. The complexity of the precoding process is reduced and a considerable BER gain is achieved by the proposed LC-RBD-LR algorithm at a cost of a slight sum-rate loss at high SNRs. The computational complexity of the proposed LC-RBD-LR algorithm is analyzed and compared to existing algorithms. The proposed algorithm shows a robust performance in the presence of imperfect CSI and spatial correlation. It is worth noting that the receiver is simplified by employing the proposed LC-RBD-LR algorithm at the transmit side as there is no need for an SVD at the receiver.
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Based on multiple QR decompositions and lattice reductions, the LC-RBD-LR precoding algorithm has been proposed for the improvement of RBD in Chapter 3. The main computational complexity of BD-type precoding algorithms comes from two singular value decomposition (SVD) operations, which depends on the number of users and the dimensions of each user’s channel matrix. Then, if the dimensions of a wireless system are high, the implementation of the BD-type precoding algorithms could be an issue. In this Chapter, another class of low-complexity BD-type precoding algorithms, which can offer further reduction in computational complexity compared to the LC-RBD-LR while main-
taining almost the same performance, are developed and proposed. Based on a channel inversion technique, QR decompositions, and lattice reductions, the proposed precoding algorithms decouple the MU-MIMO channel into equivalent SU-MIMO channels. Analytical and simulation results show that the proposed precoding algorithms can achieve a comparable sum-rate performance as BD-type precoding algorithms, substantial BER performance gains, and a simplified receiver structure, while requiring a much lower complexity.

4.1 Introduction

In order to meet the continuous growing data traffic, a downlink peak spectrum efficiency of 30 bps/Hz and an uplink peak spectrum efficiency of 15 bps/Hz is proposed in LTE-Advanced [14], and a configuration of up to 8 transmit antennas for the downlink is suggested. A new amendment for the WLAN standard IEEE 802.11ac [13] also recommends up to 8 MIMO spatial streams. Configurations with dozens of antennas are now being considered [23]. High-dimensional MIMO systems or large MIMO systems are very promising for the next generation of wireless communication systems due to their potential to improve rate and reliability dramatically [24]. However, it is a challenge to design a suitable precoding algorithm with good overall performance and low computational complexity at the same time for high-dimensional MIMO systems.

As we discussed in the previous Section, the main steps of the BD-type precoding algorithms are two SVD operations. And another distinctive aspect of the BD-type precoding algorithms is that they need a decoding matrix which can be obtained by the second SVD operation to orthogonalize each user’s streams. This requirement brings extra control overhead or computational complexity. In addition, as revealed in Chapter 3, the computational complexity of the BD-type precoding algorithms depends on the number of users and the dimensions of each user’s channel matrix which could result in a considerable computational cost for MU-MIMO systems with a large number of users each with multiple receive antennas.

Recent work on the BD-type precoding algorithms has focused on the reduction of their computational complexity. A low complexity Generalized ZF (GZI) channel inversion
method has been proposed in [105] to equivalently implement the first SVD operation of the original BD precoding which is proposed in [29], and a Generalized MMSE (GMI) channel inversion method is also developed in [105] for the original RBD precoding which is proposed in [66]. In [1] the first SVD operation of the RBD precoding is replaced with a less complex QR decomposition [102]. We term the work in [105] as GMI-type BD precoding and the work in [1] as QR/SVD-type BD precoding. For the second SVD operation, however, both the GMI-type and QR/SVD-type BD precoding schemes still employ it in a similar way as the conventional BD-type precoding algorithms. Therefore, the decoding matrix for the effective channel needs to be known or estimated at the receiver of each user for the GMI-type or QR/SVD-type BD precoding algorithms.

In this Chapter, we first develop a Simplified GMI (S-GMI) precoding scheme which employs a channel inversion and less complex QR decompositions computed with a lower matrix dimension instead of the first SVD operation, to obtain the equivalent parallel SU-MIMO channels. In order to reduce the computational complexity further and also to achieve a better BER performance, we transform the equivalent SU-MIMO channels into the lattice space by utilizing the LR technique [95, 106] whose complexity is mainly due to a QR decomposition. Then, a linear precoding strategy is employed as an alternative to the second SVD operation to parallelize each user’s streams. Finally, the proposed LR-S-GMI precoding algorithms are obtained. According to the specific precoding constraint, the proposed LR-S-GMI precoding algorithms are categorized as LR-S-GMI-ZF and LR-S-GMI-MMSE precoding, respectively.

The assumption that full CSI is available at the transmit side is valid in time-division duplex (TDD) systems because the uplink and downlink share the same frequency band. For frequency-division duplex (FDD) systems, however, the CSI needs to be estimated at the receiver and to be fed back to the transmitter. For the proposed LR-S-GMI precoding algorithms, it is worth noting that the two SVDs and the decoding matrix are no longer required. Only the CSI needs to be known at the transmitter and a quantization procedure must be performed at the receiver. Hence, the required computational effort for each user’s receiver can be reduced and a significant amount of transmit power can be saved which is very important considering the mobility of the distributed users. From the simulation results, we will show that a better BER performance is achieved by the
proposed LR-S-GMI precoding algorithms. For the sum-rate performance, the proposed LR-S-GMI precoding algorithms are comparable to their corresponding conventional BD-type precoding algorithms. We will also illustrate that the proposed LR-S-GMI precoding algorithms have a lower computational complexity than the other precoding algorithms reported in the literature so far.

4.2 System Model

We consider an uncoded MU-MIMO downlink channel, with $N_T$ transmit antennas at the BS and $N_i$ receive antennas at the $i$th user equipment (UE). With $K$ users in the system, the total number of receive antennas is $N_R = \sum_{i=1}^{K} N_i$. A block diagram of such a system is illustrated in Figure 4.1.

Figure 4.1: MU-MIMO System Model

From the system model, the combined channel matrix $H$ and the joint precoding matrix $P$ are given by

\[
H = [H_1^T \ H_2^T \ \ldots \ \ H_K^T]^T \in \mathbb{C}^{N_R \times N_T},
\]

(4.1)

\[
P = [P_1 \ P_2 \ \ldots \ P_K] \in \mathbb{C}^{N_T \times N_R},
\]

(4.2)
where \( H_i \in \mathbb{C}^{N_i \times N_T} \) is the \( i \)th user’s channel matrix. The quantity \( P_i \in \mathbb{C}^{N_T \times N_i} \) is the \( i \)th user’s precoding matrix. We assume a flat fading MIMO channel and the received signal \( y_i \in \mathbb{C}^{N_i} \) at the \( i \)th user is given by

\[
y_i = H_i x_i + H_i \sum_{j=1,j \neq i}^{K} x_j + n_i, \tag{4.3}
\]

where the quantity \( x_i \in \mathbb{C}^{N_i} \) is the \( i \)th user’s transmitted signal, and \( n_i \in \mathbb{C}^{N_i} \) is the \( i \)th user’s Gaussian noise with independent and identically distributed (i.i.d.) entries of zero mean and variance \( \sigma_n^2 \). Assuming that the average transmit power for each user is \( \xi_i \), then, the power constraint \( \mathbb{E}\|x_i\|^2 = \xi_i \) is imposed. We construct an unnormalized signal \( s_i \) such that

\[
x_i = \frac{s_i}{\sqrt{E_i}}, \tag{4.4}
\]

where \( s_i = P_i d_i \) with \( d_i \) is the transmit data vector and \( E_{\gamma_i} \) is the average energy of \( \gamma_i \) with \( \gamma_i = \|s_i\|^2/\xi_i \). The physical meaning of dividing \( s_i \) by the scalar \( \sqrt{E_{\gamma_i}} \) is to make sure the average transmit power \( \xi_i \) is still the same after the precoding process. With this normalization, \( x_i \) obeys \( \mathbb{E}\|x_i\|^2 = \xi_i \).

The received signal \( y_i \) is weighted by the scalar \( \sqrt{E_{\gamma_i}} \) to form the estimate

\[
\hat{d}_i = \sqrt{E_{\gamma_i}}y_i. \tag{4.5}
\]

Note that it is necessary to cancel \( \sqrt{E_{\gamma_i}} \) out at the receiver to get the correct amplitude of the desired signal part. The average energy \( E_{\gamma_i} \) is independent from the channel and the data, which means the receivers do not need to know the instantaneous CSI for the precoding techniques to work [65]. As analyzed and illustrated in [26], however, the performance difference between the average \( E_{\gamma_i} \) and the instantaneous \( \gamma_i \) is very small. Therefore, we follow the strategy developed in [65] and [26] to assume the receivers need to know only \( \sqrt{E_{\gamma_i}} \) but use \( \gamma_i \) instead of \( E_{\gamma_i} \) for simulation convenience as \( \gamma_i \) is simpler to compute. The simulation results represent the performance of either normalization method. In this case, we can replace (4.4) and (4.5) with the instantaneous \( \gamma_i \) in the simulations and employ

\[
x_i = \frac{s_i}{\sqrt{\gamma_i}} \quad \text{and} \quad \hat{d}_i = \sqrt{\gamma_i}y_i. \tag{4.6}
\]
4.3 Proposed LR-S-GMI Precoding Algorithms

In this section, we describe the proposed low-complexity LR-S-GMI precoding algorithms based on a strategy that employs a channel inversion method [105], QR decompositions, and lattice reductions. Similar to the BD-type precoding algorithms, the design of the proposed LR-S-GMI precoding algorithms is computed in two steps.

First, we obtain the first precoding filter $P_i^a$ in the conventional BD-type precoding algorithms for LR-S-GMI precoding algorithms by using one channel inversion and $K$ QR decompositions. By applying the MMSE channel inversion, we have

$$H_{\text{mse}}^\dagger = H^H (H H^H + \alpha I)^{-1} = [H_{1,\text{mse}}, H_{2,\text{mse}}, \ldots, H_{K,\text{mse}}].$$

(4.7)

where the sub-matrix $H_{i,\text{mse}} \in \mathbb{C}^{N_T \times N_i}$. Considering a high SNR case, it can be shown that $H H_{\text{mse}}^\dagger \approx I_{N_T}$ [64]. This means that the off-diagonal block matrices of $H H_{\text{mse}}^\dagger$ converge to zeros with increasing the SNR. Hence, the matrix $H_{i,\text{mse}}$ is approximately in the null space of $H_i$ which is defined in (2.56)

$$H_i H_{i,\text{mse}} \approx 0.$$ 

(4.8)

Considering the QR decomposition of $H_{i,\text{mse}} = Q_{i,\text{mse}} R_{i,\text{mse}}$, we have

$$H_i H_{i,\text{mse}} = H_i Q_{i,\text{mse}} R_{i,\text{mse}} \approx 0 \text{ for } i = 1, \ldots, K,$$

(4.9)

where $Q_{i,\text{mse}} \in \mathbb{C}^{N_T \times N_i}$ is an orthogonal matrix and $R_{i,\text{mse}} \in \mathbb{C}^{N_i \times N_i}$ is an upper triangular matrix. Since $R_{i,\text{mse}}$ is invertible, we have

$$H_i Q_{i,\text{mse}} \approx 0.$$ 

(4.10)

Thus, $Q_{i,\text{mse}}$ satisfies the RBD constraint defined in (2.58) to balance the MUI and the noise.

We have simplified the design of the first precoding filter $P_i^a$ for the RBD precoding here as compared to [105] where a residual interference suppression filter $T_i$ is applied after the first precoding process $P_i^a$. The filter $T_i$ increases the complexity and cannot completely cancel the MUI. Therefore, we omit the residual interference suppression part.
since it is not necessary for the RBD precoding. We term the simplified GMI as S-GMI precoding in this work. Then, the first precoding filter for the RBD precoding can be equivalently obtained as

$$P_i^a = Q_{i,\text{mse}},$$

(4.11)

where $P_i^a \in \mathbb{C}^{N_T \times N_i}$ and the first combined precoding matrix is

$$P^a = [P_1^a, P_2^a, \ldots, P_K^a].$$

(4.12)

Similarly, the extension of the channel inversion method from the RBD precoding to the BD precoding is straightforward on

$$H_{zf}^\dagger = H^H (HH^H)^{-1} = [H_{1,af}, H_{2,af}, \ldots, H_{K,af}].$$

(4.13)

Moreover, the obtained MUI is strictly zero as $\overline{H_i}H_{i,af} = 0$. Assuming the QR decomposition of $H_{i,af}$ is $H_{i,af} = Q_{i,af} R_{i,af}$, then, we have

$$\overline{H_i}Q_{i,af} = 0.$$  

(4.14)

Thus, $Q_{i,af}$ satisfies the BD constraint defined in (2.57). Then, the first precoding matrix for the BD precoding can be equivalently obtained as

$$P_i^a = Q_{i,af}.$$  

(4.15)

This channel inversion method for the BD precoding is termed as GZI in [105].

Next, we employ the LR-aided linear precoding algorithm instead of the second SVD operation to obtain the second precoding filter $P_i^b$. The aim of the LR transformation is to find a new basis $\tilde{H}$ which is nearly orthogonal compared to the original matrix $H$ for a given lattice $L(H)$. The most commonly used LR algorithm has been first proposed by Lenstra, Lenstra and L. Lovász (LLL) in [92] with polynomial time complexity. In order to reduce the computational complexity, a complex LLL (CLLL) algorithm was proposed in [95], which reduces the overall complexity of the LLL algorithm by nearly half without sacrificing any performance. We employ the CLLL algorithm to implement the LR transformation in this work.

After the first precoding, we transform the MU-MIMO channel into parallel or approximately parallel SU-MIMO channels and the effective channel matrix for the $i$th user is

$$H_{\text{eff}_i} = H_i P_i^a.$$  \hfill (4.16)

We perform the LR transformation on $H_{\text{eff}_i}^T$ in the precoding scenario [91], that is

$$\tilde{H}_{\text{eff}_i} = T_i H_{\text{eff}_i} \quad \text{and} \quad H_{\text{eff}_i} = T_i^{-1} \tilde{H}_{\text{eff}_i},$$  \hfill (4.17)

where $T_i$ is a unimodular matrix with $\det|T_i| = 1$ and all elements of $T_i$ are complex integers, i.e. $t_{i,k} \in \mathbb{Z} + j\mathbb{Z}$. The physical meaning of the constraint $\det|T_i| = 1$ is that the channel energy is unchanged after the LR transformation.

Following the LR transformation, we employ the linear precoding constraint to get the second precoding filter to parallelize each user’s streams instead of the second SVD operation in Equation (2.63). The ZF precoding constraint is implemented for user $i$ as

$$\tilde{P}^b_{ZF_i} = \tilde{H}_{\text{eff}_i}^H (\tilde{H}_{\text{eff}_i} \tilde{H}_{\text{eff}_i}^H)^{-1}.$$  \hfill (4.18)

It is well-known that the performance of MMSE precoding is always better than that of ZF precoding. We can get the second precoding filter by employing an MMSE precoding constraint. The MMSE precoding is actually equivalent to the ZF precoding with respect to an extended system model [90, 107]. The extended channel matrix $H$ for the MMSE precoding scheme is defined as

$$H = \left[ H_i, \sqrt{\alpha} I_{N_R} \right].$$  \hfill (4.19)

By introducing the regularization factor $\alpha$, a trade-off between the level of MUI and noise is introduced [64]. Then, the MMSE precoding filter is obtained as

$$P_{\text{MMSE}} = A H^H (H H^H)^{-1},$$  \hfill (4.20)

where $A = \left[ I_{N_T}, 0_{N_T \times N_R} \right]$, and the multiplication by $A$ will not result in transmit power amplification since $A A^H = I_{N_T}$. From the mathematical expression in Equation (4.20), the rows of $H$ determine the effective transmit power amplification of the MMSE precoding. Correspondingly, the LR transformation for the MMSE precoding should be applied to the transpose of the extended channel matrix $H_{\text{eff}_i}^T = \left[ H_{\text{eff}_i}, \sqrt{\alpha} I_{N_R} \right]^T$, and the LR transformed channel matrix $\tilde{H}_{\text{eff}_i}$ is obtained as

$$\tilde{H}_{\text{eff}_i} = T_i H_{\text{eff}_i},$$  \hfill (4.21)
where \( T_i \) is the unimodular matrix for \( H_{\text{eff}, i} \). Then, the LR-aided MMSE precoding filter is given by

\[
\tilde{P}_{b, \text{MMSE}, i} = A_i \tilde{H}_{\text{eff}, i}^H (\tilde{H}_{\text{eff}, i} \tilde{H}_{\text{eff}, i}^H)^{-1},
\]

where the matrix \( A_i = \begin{bmatrix} I_{M_i} & 0_{M_i \times N_i} \end{bmatrix} \). Finally, the combined second precoding matrix \( \tilde{P}^b \) for all users is

\[
\tilde{P}^b = \text{diag}\{ \tilde{P}_{b, 1}^b, \tilde{P}_{b, 2}^b, \ldots, \tilde{P}_{b, K}^b \}.
\]

The overall precoding matrix is \( \hat{P} = P_a \tilde{P}^b \). Since the lattice reduced precoding matrix \( \tilde{P}^b \) has near orthogonal columns, the required transmit power will be reduced compared to the linear or BD-type precoding algorithms. Thus, a better BER performance than that of the BD-type precoding algorithms can be achieved by the proposed LR-S-GMI precoding algorithms.

The received signal is finally obtained as

\[
y = H \hat{P} d + \sqrt{\gamma} n,
\]

where \( \gamma = \| \hat{P} d \|^2 \). The main processing work left for the receiver is to quantize the received signal \( y \) to the nearest data vector and the decoding matrix \( G \) described in the BD-type, QR/SVD RBD, GZI, and GMI precoding algorithms is not needed anymore.

The proposed precoding algorithms are called LR-S-GMI-ZF and LR-S-GMI-MMSE depending on the choice of the second precoding filter as given in Equation (4.18) and (4.22), respectively. We will focus on the LR-S-GMI-MMSE precoding since a better performance is achieved. The implementing steps of the LR-S-GMI-MMSE precoding algorithm are summarized in Table 4.1. By replacing the steps 8 and 9 in Table 4.1 with the formulation in (4.18), the LR-S-GMI-ZF precoding algorithm can be obtained. Similarly, the first precoding matrix can also be computed according to the GZI method in Equation (4.15), and combined with Equation (4.18) or (4.22) to get the second precoding matrix. Then, the LR-GZI-ZF and LR-GZI-MMSE precoding algorithms can be obtained, respectively.
Table 4.1: The LR-S-GMI-MMSE Precoding Algorithm

<table>
<thead>
<tr>
<th>Steps</th>
<th>Operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>Applying the MMSE Channel Inversion</td>
</tr>
<tr>
<td></td>
<td>$H_{\text{mse}} = (H^HH + \alpha I)^{-1}H^H$</td>
</tr>
<tr>
<td>(2)</td>
<td>for $i = 1:K$</td>
</tr>
<tr>
<td>(3)</td>
<td>$[Q_{i,\text{mse}}^\dagger R_{i,\text{mse}}^\dagger] = QR(H_{i,\text{mse}}^\dagger, 0)$</td>
</tr>
<tr>
<td>(4)</td>
<td>$P_i^a = Q_{i,\text{mse}}^\dagger$</td>
</tr>
<tr>
<td>(5)</td>
<td>$H_{\text{eff}} = H_iP_i^a$</td>
</tr>
<tr>
<td>(6)</td>
<td>$H_{\text{eff}} = \begin{bmatrix} H_{\text{eff}} &amp; \sqrt{\alpha}I_{N_i} \end{bmatrix}$</td>
</tr>
<tr>
<td>(7)</td>
<td>$[T_i^T H_{\text{eff}}^T] = \text{CLLL}(\tilde{H}_{\text{eff}}^T)$</td>
</tr>
<tr>
<td>(8)</td>
<td>$A_i = [I_{M_i} 0_{M_i \times N_i}]$</td>
</tr>
<tr>
<td>(9)</td>
<td>$\tilde{P}<em>{\text{MMSE}}^b = A_i\tilde{H}</em>{\text{eff}}^H(\tilde{H}<em>{\text{eff}}, \tilde{H}</em>{\text{eff}}^H)^{-1}$</td>
</tr>
<tr>
<td>(10)</td>
<td>end</td>
</tr>
<tr>
<td>(11)</td>
<td>Compute the overall precoding matrix</td>
</tr>
<tr>
<td></td>
<td>$P^a = [P_1^a, P_2^a, \ldots, P_K^a]$</td>
</tr>
<tr>
<td>(12)</td>
<td>$\tilde{P}^b = \text{diag}{\tilde{P}_1^b, \tilde{P}_2^b, \ldots, \tilde{P}_K^b}$</td>
</tr>
<tr>
<td>(13)</td>
<td>$\tilde{P} = P^a\tilde{P}^b$</td>
</tr>
<tr>
<td>(14)</td>
<td>Calculate the scaling factor $\gamma$</td>
</tr>
<tr>
<td></td>
<td>$\gamma = (</td>
</tr>
<tr>
<td>(15)</td>
<td>Get the received signal</td>
</tr>
<tr>
<td></td>
<td>$y = H\tilde{P}d + \sqrt{\gamma}n$</td>
</tr>
<tr>
<td>(16)</td>
<td>Transform back from lattice space</td>
</tr>
<tr>
<td></td>
<td>$\hat{d} = T^\dagger y$</td>
</tr>
</tbody>
</table>

4.4 Performance Analysis

In this section, we carry out an analysis of the performance of the proposed LR-S-GMI precoding algorithms. We consider a performance analysis in terms of BER, sum-rate and computational complexity.
4.4.1 BER Performance Analysis

For the BD precoding, the effective SU-MIMO channels are strictly parallel between each other after the first precoding filtering. For the RBD precoding, however, the residual interference $\overline{H}_i P_i^{a(RBD)}$ is not zero between the users. We use $J_f$ to denote $\overline{H}_i P_i^{a(RBD)}$ for convenience. From Equation (2.61), the following formula is obtained

$$J_f J_f^H = \overline{H}_i \left( \sum_i^T \Sigma_i + \alpha \mathbf{I}_{N_T} \right)^{-1} \Sigma_i^H \overline{H}_i^H. \quad (4.25)$$

Mathematically, the quantity $\Sigma_i^T \Sigma_i + \alpha \mathbf{I}_{N_T}$ can be expressed as $(\overline{H}_i^H \overline{H}_i + \alpha \mathbf{I}_{N_T})^{-1}$. Substituting this into Equation (4.25), the formula can be rewritten as

$$J_f J_f^H = \overline{H}_i (\overline{H}_i^H \overline{H}_i + \alpha \mathbf{I}_{N_T})^{-1} \overline{H}_i^H. \quad (4.26)$$

With the increase of the SNR, $\alpha$ approaches zero and then we have

$$J_f J_f^H \approx \overline{H}_i (\overline{H}_i^H \overline{H}_i)^{-1} \overline{H}_i^H. \quad (4.27)$$

By further manipulating the expression in Equation (4.27), we obtain

$$J_f J_f^H \overline{H}_i \approx \overline{H}_i (\overline{H}_i^H \overline{H}_i)^{-1} \overline{H}_i^H \overline{H}_i = \overline{H}_i$$

Thus $J_f J_f^H \approx \mathbf{I}_{N_T}$,

$$J_f J_f^H \approx \mathbf{I}_{N_T}, \quad (4.28)$$

that is, the residual interference matrix $J_f$ of the RBD precoding converges to an identity matrix at high SNRs. For the S-GMI precoding algorithm developed in Section IV with the SNR increase we have

$$\overline{H}_i P_i^{a} = \overline{H}_i Q_{i,\text{mse}}^i \approx 0. \quad (4.29)$$

By comparing (4.28) and (4.29), the impact of the residual interference of S-GMI precoding would be smaller than that of the conventional RBD precoding algorithm. Thus, we expect that a better BER performance is achieved by the S-GMI precoding algorithm over the conventional RBD precoding algorithm.

As pointed out in [65], the BER performance for a MIMO precoding system is actually determined by the energy of the transmitted signal $\gamma_i$. In order to reduce $\gamma_i$ and improve the BER performance further, we transform the effective channel $\mathbf{H}_{\text{eff}}$ into the lattice space. By doing this, an improved basis $\tilde{\mathbf{H}}_{\text{eff}}$ is computed. Actually, the LR transformed...
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channel matrix $\tilde{H}_{\text{eff}}$ is quasi-orthogonal rather than strictly orthogonal. We can employ the condition number which is defined as [102]

$$\text{cond}(H) = \|H\|_F \|H^{-1}\|_F$$

(4.30)

to measure the orthogonality of the channel matrix. From the above definition of the condition number in Equation (4.30), we get that $\text{cond}(H) = 1$ with equality for an orthogonal basis while matrices which are nearly singular have large condition numbers. In Figure 4.2, the probability density functions (PDFs) of the condition numbers for the effective channel matrices are illustrated. For the effective channel matrix of the proposed LR-S-GMI-MMSE precoding algorithm, not only the spread in the condition numbers but also their average value is much smaller compared to the effective channel matrices achieved by the existing precoding algorithms. Therefore, a significant reduction in the required transmit power $\gamma_i$ is achieved and a better BER performance can be obtained by the proposed LR-S-GMI-MMSE precoding algorithm.

4.4.2 Achievable Sum-Rate Analysis

Recall that at high SNRs, the MU-MIMO channel is approximately decoupled into equivalent SU-MIMO channels by applying the first precoding filtering in Equation (4.10). Then, we can transform the MU-MIMO sum-rate analysis [104] to a set of SU-MIMO sum-rate analysis tasks. For the second precoding filter, the LR-aided MMSE precoding is actually equal to the LR-aided ZF precoding under the high SNR scenario. Therefore, the $i$th user’s received signal is

$$y_i = z_i + \sqrt{\gamma_i} n_i,$$

(4.31)

where $z_i = T_i^{-1} d_i$. By assuming that the average transmit power is $\xi_i = 1$, and because of the fact that $H_{\text{eff},i} = U_i \Sigma_i V_i^H$, we get the normalization factor $\gamma_i$ as

$$\gamma_i = \|H_{\text{eff},i}^{-1} z_i\|_F^2 = Tr(\Sigma_i^{-2} z_i z_i^H)$$

$$= \sum_{l=1}^{\text{rank}} \frac{\xi_i^2}{\lambda_l},$$

(4.32)

where the quantity $\lambda_l$ is the $l$th singular value of $\Sigma_i$ and $\xi_l$ denotes the energy of the $l$th stream of $z_i$. 

Figure 4.2: PDFs of the natural logarithm of $\text{cond}(H)$ for $6 \times 6$ matrices
From (4.32), the received SNR for the $l$th stream of user $i$ is obtained as

$$\text{SNR}_l = \frac{\xi_l^2}{\sigma^2_n \sum_{m=1}^{L_{\text{eff}}} \frac{\xi_m^2}{\lambda_m}}.$$  \hfill (4.33)

Then, the achievable sum-rate for user $i$ is given by

$$C_i = \sum_{l=1}^{L_{\text{eff}}} \log \left( 1 + \frac{\xi_l^2}{\sigma^2_n \sum_{m=1}^{L_{\text{eff}}} \frac{\xi_m^2}{\lambda_m}} \right) = \sum_{l=1}^{L_{\text{eff}}} \log \left( 1 + \frac{\xi_l^2}{\sigma^2_n \gamma_i} \right).$$ \hfill (4.34)

Note that the achievable sum-rate $C_i$ is degraded by the normalization factor $\gamma_i$. The value of $C_i$ approaches its maximum when $\frac{\xi_1^2}{\lambda_1} = \frac{\xi_2^2}{\lambda_2} = \ldots = \frac{\xi_{L_{\text{eff}}}^2}{\lambda_{L_{\text{eff}}}}$, thus we have

$$C_i \leq \sum_{l=1}^{L_{\text{eff}}} \log \left( 1 + \frac{\lambda_l^2}{\sigma^2_n L_{\text{eff}}} \right).$$ \hfill (4.35)

Finally, the maximum achievable sum-rate of the proposed LR-S-GMI precoding algorithms at high SNRs can be expressed as

$$C = \sum_{i=1}^{K} \sum_{l=1}^{L_{\text{eff}}} \log_2 \left( 1 + \frac{\lambda_l^2}{\sigma^2_n L_{\text{eff}}} \right).$$ \hfill (4.36)

For the BD precoding, we multiply the decoding matrix $G_i = U_i^H$ at the $i$th user’s receiver and the received signal is given by

$$y_i = \Sigma_i d_i + U_i^H n_i.$$ \hfill (4.37)

Due to the fact that $V_i^{(0)}$ and $V_i^{(1)}$ are semi-unitary matrices, we get $V_i^{(0)H} V_i^{(0)} = I$ and $V_i^{(1)H} V_i^{(1)} = I$. Then, by applying the equivalence $\text{Tr}(ABC) = \text{Tr}(CAB)$, the normalization factor $\gamma_i^{\text{BD}}$ for BD can be expressed as

$$\gamma_i^{\text{BD}} = \| V_i^{(0)} V_i^{(1)} d_i \|^2 = \| d_i \|^2.$$ \hfill (4.38)

Since the statistical property of $n_i$ is not changed by the multiplication with the unitary matrix $U_i^H$, we get the $l$th received SNR as

$$\text{SNR}_l = \frac{\lambda_l^2}{\sigma^2_n}.$$ \hfill (4.39)

For simplicity, we do not consider the power loading between users and streams in the following derivation and term this strategy as no power loading (NPL). Then, the achievable sum-rate for the BD precoding algorithm is given by

$$C^{(\text{BD})} = \sum_{i=1}^{K} \sum_{l=1}^{L_{\text{eff}}} \log_2 \left( 1 + \frac{\lambda_l^2}{\sigma^2_n} \right).$$ \hfill (4.40)
By comparing the maximum achievable sum-rate of the proposed LR-S-GMI precoding algorithms in (4.36), we conclude that the sum-rate of the proposed LR-S-GMI precoding algorithms will be slightly inferior to that of the BD precoding algorithm at high SNRs. At low SNRs, however, we expect that the achieved sum-rate of the proposed LR-S-GMI precoding algorithms will be better than the performance of the BD precoding algorithm since a regularization factor is employed to mitigate the sum-rate performance degradation by the noise term.

The sum-rate performance of the BD precoding is actually dependent on the power loading scheme being used. Hence, the BD precoding algorithm can achieve its maximum sum-rate performance by allocating the power between streams according to a WF power loading scheme. As pointed out in [105], we do not consider the power loading strategy for the RBD or the proposed LR-S-GMI precoding algorithms for two reasons. One is that it is not easy to identify the optimal power allocation coefficients because of the existence of residual interference. The second reason is that since the minimum MSE condition (10) is already satisfied an allocation of different powers between streams is not needed.

### 4.4.3 Computational Complexity Analysis

In this section, we use the total number of floating point operations (FLOPs) to measure the computational complexity of the proposed and existing precoding algorithms. It is worth noting that the lattice reduction algorithm has variable complexity, and the average complexity of the CLLL algorithm has been given in FLOPs by [95]. A reduced and fixed complexity lattice reduction structure is proposed in [108], however, we employ the conventional CLLL algorithm for the reason that the lattice reduction algorithm is not the main focus in this work. The number of FLOPs for the complex QR decomposition and the real SVD operation are given in [102]. As shown in [103], the number of FLOPs required by a $m \times n$ complex SVD operation is equivalent to its extended $2m \times 2n$ real matrix. The total number of FLOPs needed by the matrix operations is summarized below:

- Multiplication of $m \times n$ and $n \times p$ complex matrices: $8mnp - 2mp$;
- QR decomposition of an $m \times n$ ($m \leq n$) complex matrix: $16(n^2m - nm^2 + \frac{1}{3}m^3)$;
Table 4.2: Computational complexity of conventional RBD

<table>
<thead>
<tr>
<th>Steps</th>
<th>Operations</th>
<th>Flops</th>
<th>Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \mathbf{U} \Sigma \mathbf{V}_i^H )</td>
<td>( 32K(N_T N_i^2 + 2N_i^3) )</td>
<td>((2, 2, 2) \times 6)</td>
</tr>
<tr>
<td>2</td>
<td>( (\Sigma_i^T \Sigma_i + \alpha \mathbf{I}_{N_T})^{-\frac{1}{2}} )</td>
<td>( K(18N_T + N_i) )</td>
<td>336</td>
</tr>
<tr>
<td>3</td>
<td>( \mathbf{V}, \mathbf{D}_i, (\mathbf{D}_i \leftarrow 2) )</td>
<td>( 8KN_i^3 )</td>
<td>5184</td>
</tr>
<tr>
<td>4</td>
<td>( \mathbf{H}_i \mathbf{P}_i^a )</td>
<td>( K(8N_i^2 N_T - 2N_i^3) )</td>
<td>552</td>
</tr>
<tr>
<td>5</td>
<td>( \mathbf{U}_i \Sigma_i \mathbf{V}_i^H )</td>
<td>( 64K(\frac{8}{5}N_i^3 + N_T N_i^2 + \frac{1}{2}N_i^3 N_i) )</td>
<td>13248</td>
</tr>
</tbody>
</table>

- SVD of an \( m \times n \) \((m \leq n)\) complex matrix where only \( \Sigma \) and \( \mathbf{V} \) are obtained: \( 32(nm^2 + 2m^3) \);

- SVD of an \( m \times n \) \((m \leq n)\) complex matrix where \( \mathbf{U}, \Sigma \) and \( \mathbf{V} \) are obtained: \( 8(4n^2m + 8nm^2 + 9m^3) \);

- Inversion of an \( m \times m \) real matrix using Gauss-Jordan elimination: \( 4m^3 / 3 \).

We illustrate the required FLOPs for the conventional RBD, S-GMI and LR-S-GMI-MMSE precoding algorithms in Table 4.2, Table 4.3 and Table 4.4, respectively. The complexity of the QR/SVD RBD and LC-RBD-LR-MMSE precoding algorithms is already given in [103]. A system with \( N_T = 6 \) transmit antennas and \( K = 3 \) users each equipped with \( N_i = 2 \) receive antennas is considered; this scenario is denoted as the \((2, 2, 2) \times 6\) case. For the \((2, 2, 2) \times 6\) case, the reduction in the number of FLOPs obtained by the proposed LR-S-GMI-MMSE precoding is 73.6%, 69.5%, 59.1% and 49.9% as compared to the RBD, BD, QR/SVD RBD and LC-RBD-LR-MMSE precoding algorithms, respectively. Clearly, the proposed LR-S-GMI-MMSE precoding algorithm requires the lowest complexity.
In order to further reveal the relationship between the computational complexity and the system dimensions, we first fix the receive antenna configuration and assume that each user is equipped with $N_i = 2$ antennas, so that, the system dimensions change with the

Table 4.3: Computational complexity of S-GMI

<table>
<thead>
<tr>
<th>Steps</th>
<th>Operations</th>
<th>Flops</th>
<th>Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$H^\dagger_{\text{mse}}$</td>
<td>$(\frac{4}{3}N_R^3 + 12N_R^2N_T$ $-2N_R^2 - 2N_RN_T)$</td>
<td>2736</td>
</tr>
<tr>
<td>2</td>
<td>$Q_i^\dagger R_i^\dagger$</td>
<td>$16K(N_i^2N_i - N_TN_i^2 + \frac{1}{3}N_i^3)$</td>
<td>2432</td>
</tr>
<tr>
<td>3</td>
<td>$H_iP_i^a$</td>
<td>$K(8N_i^2N_T - 2N_i^2)$</td>
<td>552</td>
</tr>
<tr>
<td>4</td>
<td>$U_i\Sigma_i V_i^H$</td>
<td>$64K(\frac{9}{8}N_i^3 + N_TN_i^2 + \frac{1}{2}N_i^2N_i)$</td>
<td>13248</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td>18968</td>
</tr>
</tbody>
</table>

Table 4.4: Computational complexity of LR-S-GMI-MMSE

<table>
<thead>
<tr>
<th>Steps</th>
<th>Operations</th>
<th>Flops</th>
<th>Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$H^\dagger_{\text{mse}}$</td>
<td>$(\frac{4}{3}N_R^3 + 12N_R^2N_T$ $-2N_R^2 - 2N_RN_T)$</td>
<td>2736</td>
</tr>
<tr>
<td>2</td>
<td>$Q_i^\dagger R_i^\dagger$</td>
<td>$16K(N_i^2N_i - N_TN_i^2 + \frac{1}{3}N_i^3)$</td>
<td>2432</td>
</tr>
<tr>
<td>3</td>
<td>$H_iP_i^a$</td>
<td>$K(8N_i^2N_T - 2N_i^2)$</td>
<td>552</td>
</tr>
<tr>
<td>4</td>
<td>$\tilde{H}_{\text{eff}}$</td>
<td>CLLL</td>
<td>4787.58</td>
</tr>
<tr>
<td>5</td>
<td>$\tilde{H}_{\text{eff}}^\dagger$</td>
<td>$K(\frac{4}{3}N_i^3 + 12N_i^3 - 4N_i^2)$</td>
<td>272</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td>10780</td>
</tr>
</tbody>
</table>
number of users $K$. Similarly, if we fix the number of users to $K = 4$, the system dimensions will change with the variable $N_i$. The required number of FLOPs of the proposed and existing precoding algorithms are simulated for the above two settings in Figure 4.3 and Figure 4.4, respectively. Figure 4.3 shows that with the receive antenna $N_i$ fixed, the computational complexity of the BD-type precoding algorithms grows relatively faster than the other precoding algorithms with the increase of the number of users $K$. The same complexity trend of the BD-type precoding is illustrated in Figure 4.4 with the increase of the number of receive antennas $N_i$ with a fixed number of users $K$. The second aspect we can find from Figure 4.3 and Figure 4.4 is that the S-GMI precoding algorithm can offer a much lower computational complexity than the BD, RBD and QR/SVD RBD precoding algorithms. The reason is that, first, with the number of receive antennas $N_i$ fixed, the number of executions of the first SVD operation of the RBD precoding and the QR decomposition of the S-GMI precoding are dependent on the number of users $K$ but the latter is computed on $H_{i,mse}$ with a lower dimension $N_i \times N_i$, which is illustrated in Table 4.3. Second, with the number of users $K$ fixed, the SVD operation itself has a higher cost than the channel inversion operation and the QR decomposition [102]. The complexity of the proposed LR-S-GMI-MMSE precoding, however, shows the lowest computational complexity among the analyzed precoding algorithms. The reason is that, we use a less complex LR transformation to replace the second SVD operation in the RBD and S-GMI precoding algorithms. It is worth noting that with the increase of the system dimensions in Figure 4.3 and Figure 4.4, the complexity reduction by the proposed LR-S-GMI-MMSE precoding algorithm becomes more considerable.

### 4.5 Simulation Results

A system with $N_T = 8$ transmit antennas and $K = 4$ users each equipped with $N_i = 2$ receive antennas is considered; this scenario is denoted as the $(2, 2, 2, 2) \times 8$ case. The vector $d_i$ of the $i$th user represents the data transmitted with QPSK modulation.
Figure 4.3: Computational Complexity - $I$ Fixed $N_k$
Figure 4.4: Computational Complexity - II Fixed $K$
4.5.1 Perfect Channel Scenario

The channel matrix $H_i$ of the $i$th user is modeled as a complex Gaussian channel matrix with zero mean and unit variance. We assume an uncorrelated block fading channel, that is, the channel is static during each transmit packet and there is no correlation between the antennas. We also assume that the channel estimation is perfect at the receive side and the feedback channel is error free. The number of simulation trials is $10^6$ and the packet length is $10^2$ symbols. The $E_b/N_0$ is defined as $E_b/N_0 = \frac{N_R}{N_T M \sigma_n^2}$ with $M$ being the number of transmitted information bits per channel symbol.

Figure 4.5 shows the BER performance of the proposed and existing precoding algorithms. The QR/SVD RBD and GMI precoding algorithms achieve almost the same BER performance as the conventional RBD precoding algorithm. It is clear that the S-GMI precoding scheme has a better BER performance compared to the BD, RBD, QR/SVD RBD and GMI precoding algorithms. The reason is that the residual interference between the users can be suppressed further by the S-GMI precoding scheme as we analyzed in Section V.A. The proposed LR-S-GMI-MMSE precoding algorithm shows the best BER performance in Figure 4.5. At the BER of $10^{-2}$, the LR-S-GMI-MMSE precoding has a gain of more than 5.5 dB compared to the RBD precoding. It is worth noting that the BER performance of the RBD precoding is outperformed by the proposed LR-S-GMI-MMSE algorithm in the whole $E_b/N_0$ range and the BER gains become more significant with the increase of $E_b/N_0$. From the analysis developed in Section V.A, a better channel quality as measured by the condition number of the effective channel is achieved after the whole precoding process by the proposed LR-S-GMI-MMSE precoding. Therefore, the required transmit power $\gamma_i$ is reduced and a better BER performance is obtained.

Figure 4.6 illustrates the sum-rate of the proposed and existing precoding algorithms. The information rate is calculated using [104]:

$$C = \log(\det(I + \sigma_n^2 HH^H)) \text{ (bits/Hz).} \quad (4.41)$$

The BD precoding with WF power loading shows a better sum-rate performance than the BD precoding without power loading as we mentioned in Section V.B. However, as shown in Figure 4.5, the BER performance is degraded by applying this WF scheme. Similar to the BER figure, the RBD, QR/SVD RBD and GMI precoding algorithms show a compara-
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Figure 4.5: BER performance, \((2, 2, 2, 2) \times 8\) MU-MIMO
ble sum-rate performance. The S-GMI precoding also achieves the sum-rate performance of the RBD precoding. The proposed LR-S-GMI-MMSE precoding algorithm has almost the same sum-rate as the RBD precoding at low $E_b/N_0$s. At high $E_b/N_0$s, however, the sum-rate of LR-S-GMI-MMSE precoding is slightly inferior to that of the RBD precoding and approaches the performance of the BD precoding as we analyzed in Section V. B.

![Figure 4.6: Sum-rate performance, $(2, 2, 2, 2) \times 8$ MU-MIMO](image)

4.5.2 The impact of imperfect channels

From Section 3.6, the estimation errors or feedback errors can be modeled as a complex random Gaussian noise $E$ with i.i.d. entries of zero mean and variance $\sigma^2_e$. The imperfect
channel matrix $H_e$ is defined as

$$H_e = H + E,$$

(4.42)

where, the precoding matrix $P$ has to be designed based on the feedback channel $H_e$ while the physical channel is $H$ during each transmission. Therefore, the BER performance will be degraded by the distortion term $E$.

Figure 4.7 gives the BER performance of the above precoding algorithms with imperfect CSI at $E_b/N_0 = 15$ dB. It is clear that the BER performance gets worse for all the above precoding algorithms with the increase of the distortion noise power $\sigma_e^2$. The proposed LR-S-GMI-MMSE precoding algorithm outperforms the RBD precoding algorithm when $\sigma_e^2$ is below 0.2, however, the performance of the RBD precoding algorithm decays more slowly.

As discussed in Section 4.7, we need only to consider the antenna correlation at the transmit side in the MU-MIMO systems due to the users are geographically distributed. Thus, the correlated channel matrix $H_e$ is given by

$$H_e = HR_T^{\dagger}.$$

(4.43)

where $R_T$ is the transmit covariance matrix with $Tr(R_T) = N_b$. The elements of $R_T$ are generated according to the exponential correlation model [46] such that the elements of $R_T$ are given by

$$R_{ij} = \begin{cases} r^{j-i}, & i \leq j, |r| \leq 1 \\ r_{ji}^*, & i > j \end{cases}$$

(4.44)

where $r$ is the correlation coefficient between any two neighboring antennas.

Figure 4.8 and Figure 4.9 display the BER and sum-rate performances of the above precoding algorithms with spatial correlation, respectively. It is clear that both BER and sum-rate performance deteriorate with the increase of the correlation coefficient $r$. From Figure 4.9, we can verify that the BD precoding degraded more dramatically with the increase of $|r|$ compared to the other precoding algorithms. The sum-rate of the proposed LR-S-GMI-MMSE precoding, however, gradually becomes better compared to the RBD precoding. For example, the sum-rate of the LR-S-GMI-MMSE precoding is better than the RBD precoding when $E_b/N_0$ below 15 dB with $|r| = 0.7$, which illustrates the robustness of the proposed LR-S-GMI precoding algorithms.
Figure 4.7: BER with $\sigma_e^2$ for a fixed $E_b/N_0=15$ dB
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Figure 4.8: BER with spatial correlation
Figure 4.9: Sum-rate with spatial correlation
4.6 Summary

In this Chapter, low-complexity LR-S-GMI precoding algorithms based on a channel inversion technique, QR decompositions, and lattice reductions have been proposed for MU-MIMO systems. The complexity of the precoding process is reduced and a considerable BER gain is achieved by the proposed algorithms at a cost of a slight sum-rate loss at high SNRs. The BER performance, achievable sum-rate and computational complexity of the LR-S-GMI precoding algorithms have been analyzed and compared to existing precoding algorithms. Since the LR-S-GMI precoding algorithms are only implemented at the transmit side, the decoding matrix is not needed anymore at the receive side compared to the BD-type precoding algorithms. Then, the structure of the receiver can be simplified, which is an additional benefit from the proposed LR-S-GMI precoding algorithms.
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Tomlinson-Harashima precoding (THP) is a nonlinear processing technique employed at the transmit side and is a dual to the Successive Interference Cancelation (SIC) detection at the receive side. Like SIC detection, the performance of THP strongly depends on the ordering of the precoded symbols. The optimal ordering algorithm, however, is impractical for MU-MIMO systems with multiple receive antennas. In this Chapter, we propose a Multi-Branch THP (MB-THP) scheme and algorithms that employ multiple transmit processing and ordering strategies along with a selection scheme to mitigate interference in MU-MIMO systems. Two types of MB-THP structures are proposed. The first one em-
ploys a decentralized strategy with diagonal weighted filters at the receivers of the users and the second uses a diagonal weighted filter at the transmitter. The MB-MMSE-THP algorithms are also derived based on an extended system model with the aid of an LQ decomposition, which is much simpler than the conventional MMSE-THP algorithms. Simulation results show that a better BER performance can be achieved by the proposed MB-MMSE-THP precoder with a small computational complexity increase.

5.1 Introduction

MU-MIMO systems are promising for downlink wireless transmissions since they can improve the average user spectral efficiency [21]. When CSI is available at the transmit side, precoding techniques can be employed at the BS to mitigate the multi-user interference. Then, the required computational effort for each user’s receiver can be reduced and eventually the receiver structure can be simplified [22]. For these reasons, the design of cost-effective precoders is particularly important for the downlink of MU-MIMO systems.

Linear precoding techniques such as ZF and MMSE precoding [20, 64, 65] are attractive due to their simplicity. However, linear precoding techniques require a higher average transmit power which could result in a reduced BER performance [65]. As a generalization of ZF precoding, BD based precoding algorithms have been proposed in [30, 99] for MU-MIMO systems. However, BD based precoding algorithms only take the MUI into account and thus suffer a performance loss at low SNRs when the noise is the dominant factor. An RBD precoding algorithm which introduces a regularization factor to take the noise term into account has been proposed in [66]. The performance is improved by RBD precoding, but the BD-type precoding algorithms still cannot achieve the maximum transmit diversity. A nonlinear Vector Perturbation (VP) approach, which is based on Sphere Encoding (SE) to perturb the data, was proposed in [26]. With the perturbation, a near optimal performance is achieved by VP precoding. However, finding the optimal perturbation vector can be a Nondeterministic Polynomial (NP) time-hard problem.

Another nonlinear and data-modifying technique is the Dirty Paper Coding (DPC) proposed in [18]. It was shown that the capacity of systems with independent and identically
distributed (i.i.d.) Gaussian interference is equal to that of interference-free systems by utilizing DPC. However, DPC is not suitable for practical use due to the requirement of infinitely long codewords and codebooks [25]. THP [67, 68] is a pre-equalization technique originally proposed for channels with Inter-symbol Interference (ISI). Then, the THP technique was extended from temporal equalization to spatial equalization for MI-MO precoding in [69]. Although THP suffers a performance loss compared to DPC as shown in [70], it can work as a cost-effective replacement of DPC in practice [71]. As revealed in [69, 72], the THP structure can be seen as the dual of the SIC detection implemented at the receive side. Like SIC detection, the performance of THP systems strongly depends on the ordering of the precoded symbols.

A V-BLAST like ordering strategy for THP has been studied in [109–111]. The V-BLAST ordering requires multiple calculations of the pseudo inverse of the channel matrix. Therefore, a suboptimal heuristic sorted LQ decomposition algorithm has been extended from the sorted QR decomposition in [61, 63] to THP and a Tree Search (TS) algorithm has also been proposed in [107]. Researchers in [112, 113] noticed the importance of the ordering to the THP performance as well, and the best-first ordering approach has been proposed to perform the ordering. Algorithms for finding the near-optimal order are proposed in [114, 115]. The above ordering algorithms, however, assumed that each distributed receiver was equipped with a single antenna. Therefore, the cooperative ordering processing is impractical for receivers with multiple antennas. In [116], a SO-THP algorithm has been proposed for users with multiple antennas, but SO-THP only offers a small BER gain over THP at low SNRs. For high SNRs, the BER performance of SO-THP is comparable to that achieved by THP algorithm. In order to achieve a better BER performance in the whole SNR range, a novel THP structure is proposed based on a Multiple Branch (MB) strategy for MU-MIMO systems with multiple antennas at each receiver in this Chapter.

In the literature, there are two basic THP structures according to the positions of the diagonal weighted filter, decentralized filters located at the receivers or centralized filters deployed at the transmitter, which are denoted as dTHP or cTHP, respectively [73]. Most of the previous research works on THP, however, have only focused on one of the structures. In this Chapter, we develop MB-THP techniques for both of the two basic THP
structures. We derive the MMSE precoding filters using an LQ decomposition. Then, we present a design strategy for the transmit patterns that implements an effective ordering of the data streams along with a selection criterion for the best pattern. An analysis and a comparison between MB-dTHP and MB-cTHP are also illustrated. By utilizing the MB strategy, the transmit diversity gain is maximized for MU-MIMO systems with spatial multiplexing. Therefore, the final BER performance is improved by the proposed MB-THP algorithms. The main contributions of the Chapter can be summarized as

1. Novel MB-THP algorithms are developed based on two basic THP structures.

2. Cost-effective MMSE filters are derived based on the LQ decomposition of an extended matrix along with the design of transmit patterns and a selection procedure.

3. A comprehensive performance analysis is carried out in terms of the error covariance matrix, the sum-rate and the computational complexity.

4. A study of the most relevant precoding algorithms reported in the literature and the proposed MB-THP algorithm is conducted.

5.2 System Model

We consider an uncoded MU-MIMO broadcast channel, with $N_t$ transmit antennas at the BS and $N_k$ receive antennas at the $k$th user equipment (UE). With $K$ users in the system, the total number of receive antennas is $N_r = \sum_{i=1}^{K} N_k$. When $N_r = N_t$, the channel matrix is a square matrix. When $N_r \geq N_t$, a scheduling procedure is first performed to generate a square equivalent channel matrix. The total number of transmitted streams is denoted by $S$, and the channel is assumed to be always a square matrix, that is $H = [H_1^T, H_2^T, \cdots, H_K^T]^T \in \mathbb{C}^{S \times S}$ is the combined channel matrix and $H_k \in \mathbb{C}^{N_k \times S}$ is the $i$th user’s channel matrix. Note that power-loading schemes [72] could be used to determine the number of data streams or allocate more power to a weaker user to improve the overall performance. However, for simplicity, we assume that all data streams are active and no power loading between users and streams is used.
5.3 Proposed MB-THP Precoding Algorithm

The structure and filters of the two basic THP precoding algorithms are given in Section 2.5.2. In this section, we first analyze the interference of the two basic THP structures and show that the ordering of the precoded symbols play an important role for both of the two types of THP systems. Based on this analysis, the MB-THP structure is proposed and its performance is illustrated. A cost-effective transmit pattern is especially developed for the MU-MIMO setting with multiple receive antennas, and a selection criterion is also deduced. Finally, since the MMSE-THP structures are the main focus, filters for MB-MMSE-THP are derived based on an extended system model which is much simpler from a computational point of view, as compared to conventional MMSE-THP techniques reported in the literature so far.

5.3.1 Motivation of the Proposed MB-THP Algorithm

As shown in (2.84) and (2.85), the MU-MIMO channel is decomposed into parallel AWGN channels by the successive THP processing. From Figure 2.4, the modified transmit data after the modulo processing is

$$v = s + d. \quad (5.1)$$

With the power and modulo loss ignored, the power of $v$ is approximately equal to that of $s$. Then, the error covariance matrices of the effective transmit signal $v$ for $d$THP and $c$THP schemes are respectively given by

$$\Phi_{d\text{THP}} = \text{diag}(\sigma^2_n/\ell_{1,1}, \ldots, \sigma^2_n/\ell_{S,S}), \quad (5.2)$$

$$\Phi_{c\text{THP}} = \text{diag}(\sigma^2_n \sum_{i=1}^{S} (1/\ell_{i,i}), \ldots, \sigma^2_n \sum_{i=1}^{S} (1/\ell_{i,i}^2)). \quad (5.3)$$

From (5.2) and (5.3), we can verify that the error covariance matrices are different among layers for $d$THP while they are equal for $c$THP. Therefore, for each layer, the SNR is inversely proportional to $1/\ell_{i,i}^2$ for $d$THP, while it is inversely proportional to $\sum_{i=1}^{S} (1/\ell_{i,i}^2)$ for $c$THP. Due to the lower triangular structure of the feedback matrix $B$, the interference from transmit data $s_1, s_2, \ldots, s_S$ is canceled out from $s_1$ to $s_S$ in $d$THP. That is, the layer

precoded first will interfere with the layer precoded afterwards. Then, the performance of dTHP will be dominated by the layer with the minimum SNR. For cTHP, the sum of $\sum_{i=1}^{S}(1/l_{i,i}^2)$ can be influenced by reordering the rows of $H$ during the LQ decomposition. In particular, the ordering of the precoded symbols plays an important role in the performance of THP systems. Thus, considerable research efforts have been spent on the development of various ordering methods, however, they all focused on SU-MIMO or MU-MIMO with single receive antenna systems. For MU-MIMO with multiple receive antennas, these cooperative ordering algorithms are impractical due to the geographically distributed users. In addition, most of the ordering algorithms only consider one THP structure, either cTHP or dTHP. In this work, an efficient MB-THP structure, which is especially suited for the users equipped with multiple antennas, is proposed based on the two basic THP structures.

5.3.2 Structure of the Proposed MB-THP

The idea of multi-branch (MB) processing has been first proposed in [117] as the parallel arbitrated branches to improve the performance of Decision Feedback (DF) receivers. A MB-SIC detector has been proposed in [118] to exploit diversity gains in MIMO systems. In [97], the authors applied the MB strategy to generate interleaving patterns for DS-CDMA systems. Inspired by these research works, the MB-THP algorithms for the MU-MIMO downlink are developed and proposed. The structures of the proposed MB-THP schemes are illustrated in Figure 5.1.

The matrices $T^{(l)} \in \mathbb{C}^{N_r \times N_r}$ ($l = 1, \ldots, L_B$) are the transmit patterns used to generate multiple parallel candidate branches, where $L_B$ is the total number of branches. A proper selection metric is employed to choose the optimal branch to transmit the data streams. Then, the matrices $B^{(o)}$, $F^{(o)}$, and $G^{(o)}$ represent the feedback, feedforward and scaling filters for the selected branch.
5.3.3 Design of the Transmit Patterns

For the design of transmit patterns, cost-effectiveness and implementation simplicity are the two main concerns in this work. Observing the formulation in (5.2) and (5.3), the SNR performance of dTHP and cTHP can be influenced by \( \Phi_{dTHP} \) and \( \Phi_{cTHP} \). An ordering of the rows of \( H \) will lead to a corresponding change of \( L \) and \( \Phi \). Therefore, different ordering patterns can be employed to generate multiple branches for exploiting extra transmit diversity gains. Based on these motivations, we pre-store the designed transmit patterns both at the transmitter and the receivers, which means that they are known permutations. Drawing upon previous design methods in [117] and [118], and considering the nature of distributed users in MU-MIMO scenarios, the design of transmit patterns is developed in three steps.

As the total number of users is \( K \), we first obtain the different ordering patterns \( T_u^{(i)} \) between multiple users by

\[
T_u^{(i)} = I_K, \quad \text{for} \quad i = 1
\]

\[
T_u^{(i)} = \begin{bmatrix} I_p & 0_{p,K-p} \\ 0_{K-p,p} & \Pi_{K-p} \end{bmatrix}, \quad 2 \leq i \leq K,
\]

where \( p = (i - 2) \) and \( \Pi_{K-p} \) denotes the exchange matrix of size \( (K - p) \times (K - p) \) with
ones on the reverse diagonal and the superscript $i$ in $T_u^{(i)}$ is termed as the ordering state. For the $K = 3$ case, we have

$$T_u^{(1)} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, T_u^{(2)} = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{bmatrix}, T_u^{(3)} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}. \quad (5.6)$$

Next, in order to make the branches as non-contiguous as possible, we shuffle the streams for each user in a similar way. The ordering patterns for the $i$th user equipped with $N_{k_i}$ receive antennas is given by

$$T_{k_i}^{(1)} = I_{N_{k_i}}, \quad T_{k_i}^{(j)} = \begin{bmatrix} I_q & 0_{q,N_{k_i}-q} \\ 0_{N_{k_i}-q,q} & \Pi_{N_{k_i}-q} \end{bmatrix}, \quad 2 \leq j \leq J, \quad (5.7)$$

where $q = (j - 2)$ and $J$ is the maximum number of ordering states. Assuming that the first, second, and third user are equipped with 2, 2, and 3 receive antennas, respectively, then, we have

$$T_{k_1}^{(1)} = T_{k_2}^{(1)} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, T_{k_1}^{(2)} = T_{k_2}^{(2)} = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix},$$

$$T_{k_3}^{(1)} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, T_{k_3}^{(2)} = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{bmatrix}, T_{k_3}^{(3)} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}. \quad (5.9)$$

Unlike the ordering states in $T_u^{(i)}$, the total number of ordering states in $T_{k_i}^{(j)}$ for each user is not uniform. For simplicity, we choose $J = \text{Max}_{k_i} (N_{k_i})$ but we note that different strategies for choosing $J$ are possible.

Finally, we need to package the two ordering patterns $T_u^{(i)}$ and $T_{k_i}^{(j)}$ together to generate the resulting transmit pattern $T^{(l)}$. The packaging scheme is that for each ordering state $i$, we increment the ordering state $j$ by 1 until $J$. Inside each $(T_u^{(i)}, T_{k_i}^{(j)})$th packaging process, in order to put $T_{k_i}^{(j)}$ in the right position, we locate the row indices of the nonzero entries in the sparse matrix $T_u^{(i)}$. Then, we put the ordering pattern $T_{k_i}^{(j)}$ to its corresponding nonzero element in the sparse matrix $T_u^{(i)}$ and preserve the original sparse pattern.
Taking the combination of \((T_u^{(2)}, T_k^{(2)})\) for example, the resulting transmit pattern is

\[
T^{(2)} = \begin{bmatrix}
0 & 0 & T_{k_3}^{(2)} \\
0 & T_{k_2}^{(2)} & 0 \\
T_{k_1}^{(2)} & 0 & 0
\end{bmatrix}.
\]

For the users equipped with the same number of receive antennas, the total number of ordering states for each user is the same and \(T^{(j)} = T_{k_1}^{(j)} = T_{k_2}^{(j)} = T_{k_3}^{(j)}\). Then, we use \(T^{(j)}\) to denote the ordering patterns for the users and the packaging strategy is simplified by directly implementing the Kronecker product between \(T_u^{(i)}\) and \(T_{k_i}^{(j)}\)

\[
T^{(l)} = T_u^{(i)} \otimes T_{k_i}^{(j)}, \quad 1 \leq l \leq L_B.
\]

The maximum number of branches \(L_B\) can be equal to \(K!J!\), however, we restrict the total number of branches to no more than \(K \cdot J\) here in order to maintain a reasonable system complexity. A proper selection criterion is developed below to choose the optimal \(T^{(o)}\) among all the branches. The corresponding equivalent channel matrix for a chosen transmit pattern is denoted as \(H^{(o)} = T^{(o)}H\).

### 5.3.4 Selection Criterion for the MB-THP

From the analysis followed after (5.2) and (5.3), the multiplication of different transmit patterns \(T^{(l)}\) to the row vectors of the channel matrix \(H\) resulted in different error covariance matrices for MB-cTHP and MB-dTHP. For each layer of MB-dTHP, its SNR is inversely proportional to \(1/l_{i;i}^2\). For MB-cTHP, it is inversely proportional to \(\sum_{i=1}^S (1/l_{i;i}^2)\).

Thus, a minimum error selection criterion (MESC) is developed for both MB-cTHP and MB-dTHP to select the best branch according to

\[
l^{(o)} = \arg \min_{1 \leq l \leq L_B} \sum_{1 \leq i \leq S} (1/l_{i;i}^{(l)})^2,
\]

where \(l^{(o)}\) is the selected branch. Then, the received signal \(r^{(o)}\) is obtained by

\[
\begin{align*}
r^{(o)}_{\text{(dTHP)}} &= G^{(o)}(H^{(o)}F^{(o)}x^{(o)} + n), \\
r^{(o)}_{\text{(cTHP)}} &= \beta(H^{(o)} \cdot \frac{1}{\beta} F^{(o)}G^{(o)}x^{(o)} + n).
\end{align*}
\]

Since the transmit patterns are pre-stored and known both at the transmit and receive terminals, the transmitter can inform the receiver about the index of the selected pattern or
the receiver can search for the best pattern. Then, the ordered signal \( r^{(o)} \) is transformed back to \( r \) by \( T^{(o)T} \) at each receive terminal. Next, the transformed signal \( r \) is passed through the modulo processing to remove the offset by the perturbation vector \( d^{(o)} \), and a quantization function is followed to slice the symbols to the nearest points of the constellation as

\[
\hat{s} = Q(M(r)),
\]  

(5.15)

where \( Q(\cdot) \) is the slicing function and \( M(\cdot) \) is implemented element-wise as in (8).

### 5.3.5 Derivation of Filters for the MB-MMSE-THP

It is well-known that MMSE based algorithms always have a better performance than ZF based algorithms. Based on the MMSE design the filters of cTHP are deduced from an optimization problem in [110, 111], which results in a high computational complexity since multiple calculations of matrix inverses are required. The orthogonality principle is utilized in [112] to obtain the filters of MMSE-dTHP. In [107], the filters of MMSE-cTHP are derived from an extended system model, which is simpler and more effective compared to the above two methods because the LQ decomposition is utilized. The receive model for MMSE-cTHP based on the extended matrix, however, is not given in [26]. In this work, we derive the filters of the proposed MB-MMSE-cTHP and MB-MMSE-dTHP based on the extended matrix and their corresponding receive models are also described.

Define the \( N_r \times (N_r + N_t) \) extended channel matrix \( \mathbf{H} \) for the MB-MMSE precoding schemes as

\[
\mathbf{H}^{(l)} = \begin{bmatrix} \mathbf{H}^{(l)} \sigma_n \mathbf{I}_{N_r} \end{bmatrix},
\]  

(5.16)

where \( \mathbf{H}^{(l)} = T^{(l)\mathbf{H}} \). Then, the linear precoding MMSE filter can be rewritten as

\[
\mathbf{P}^{(l)}_{\text{MMSE}} = \mathbf{A} \mathbf{H}^{(l)H} (\mathbf{H}^{(l)} \mathbf{H}^{(l)H})^{-1}, \quad \text{where} \quad \mathbf{A} = [\mathbf{I}_{N_t}, \mathbf{0}_{N_t,N_r}].
\]

By implementing the LQ decomposition of the extended channel matrix \( \mathbf{H}^{(l)} \) we have

\[
\mathbf{H}^{(l)} = \mathbf{L}^{(l)} \mathbf{Q}^{(l)} = \mathbf{L}^{(l)} \begin{bmatrix} \mathbf{Q}^{(l)}_1 & \mathbf{Q}^{(l)}_2 \end{bmatrix},
\]  

(5.17)

where \( \mathbf{L}^{(l)} \) is a \( N_r \times N_r \) lower triangular matrix and the \( N_r \times (N_r + N_t) \) matrix \( \mathbf{Q}^{(l)} \) with orthogonal columns can be partitioned into the \( N_r \times N_t \) matrix \( \mathbf{Q}^{(l)}_1 \) and the \( N_r \times N_r \).
From (5.16) and (5.17), the following relations hold

\[ H^{(l)} = L^{(l)} Q_1^{(l)}, \]  
\[ L^{(l)}^{-1} = \frac{1}{\sigma_n} Q_2^{(l)}, \]  
\[ AQ^{(l)} H = Q_1^{(l)} H. \]

Therefore, the filters for the MB-MMSE-cTHP and the MB-MMSE-dTHP schemes can be obtained as

\[ F^{(l)} = Q_1^{(l)} H, \]  
\[ G^{(l)} = \text{diag}[l^{(l)}_{1,1}, l^{(l)}_{2,2}, \ldots, l^{(l)}_{N_t,N_t}]^{-1}, \]  
\[ B^{(l)}_{(dTHP)} = G^{(l)} L^{(l)}, \]  
\[ B^{(l)}_{(cTHP)} = L^{(l)} G^{(l)}, \]

where \( l^{(l)}_{ii} \) are the diagonal elements of \( L^{(l)} \). The received signal for the \( l \)th branch is

\[ r^{(l)}_{(dTHP)} = G^{(l)} (H^{(l)} A F^{(l)} x^{(l)} + n), \]  
\[ r^{(l)}_{(cTHP)} = \beta (H^{(l)} \cdot \frac{1}{\beta} A F^{(l)} G^{(l)} x^{(l)} + n). \]

It is worth noting that the multiplication by \( A \) will not result in transmit power amplification since \( AA^H = I_{N_t} \) (\( A \) is unitary). The implementation steps of the MB-MMSE-THP algorithms are summarized in Table 5.1.

5.4 Performance Analysis

In this section, we consider a performance analysis in terms of error covariance, sum-rate and computational complexity.

5.4.1 Performance Analysis of the Error Covariance Matrix

The autocorrelation matrices of the interference-plus-noise power in ZF-dTHP and ZF-cTHP have been given in [73], however, the comparison has not been investigated. In this section, we illustrate the BER performances in terms of error covariance. For the
### Table 5.1: Proposed MB-MMSE-THP Algorithms

<table>
<thead>
<tr>
<th>Steps</th>
<th>Operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Compute the extended channel matrix</td>
</tr>
<tr>
<td>( H^{(l)} ) = [ T^{(l)} H, \sigma_n I_S ]</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Implement the LQ decomposition</td>
</tr>
<tr>
<td>( H^{(l)} = L^{(l)} Q^{(l)} )</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Obtain the filters for MB-cTHP and MB-dTHP</td>
</tr>
<tr>
<td>( F^{(l)} = Q^{(l)} H, G^{(l)} = \text{diag}[l_{1,1}^{(l)}, l_{2,2}^{(l)}, \ldots, l_{N_t,N_t}^{(l)}]^{-1}, B^{(l)}<em>{(cTHP)} = L^{(l)} G^{(l)}, B^{(l)}</em>{(dTHP)} = G^{(l)} L^{(l)} )</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>The MESC selection criterion</td>
</tr>
<tr>
<td>for ( j = 1 : L_B )</td>
<td></td>
</tr>
<tr>
<td>for ( i = 1 : S )</td>
<td></td>
</tr>
<tr>
<td>MESC(( j )) = ( \sum_{i=1}^{S} (1/l_{i,i}^2) )</td>
<td></td>
</tr>
<tr>
<td>end</td>
<td></td>
</tr>
<tr>
<td>end</td>
<td></td>
</tr>
<tr>
<td>( l^{(o)} = \text{Min}(\text{MESC}) )</td>
<td>%</td>
</tr>
<tr>
<td>5</td>
<td>The successive cancelation process</td>
</tr>
<tr>
<td>for ( i = 1 : S )</td>
<td></td>
</tr>
<tr>
<td>( x^{(o)}(i) = s_i - \sum_{j \neq i}^{S} b_{i,j} x^{(o)}(j) )</td>
<td></td>
</tr>
<tr>
<td>( x^{(o)}(i) = \text{M}(x^{(o)}(i)) )</td>
<td></td>
</tr>
<tr>
<td>end</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>The received signal</td>
</tr>
<tr>
<td>( \beta = \frac{E[</td>
<td>FGx</td>
</tr>
<tr>
<td>( r^{(o)}_{(cTHP)} = \beta (H^{(o)} \cdot \frac{1}{\beta} F^{(o)} G^{(o)} x^{(o)} + n) )</td>
<td></td>
</tr>
<tr>
<td>( r^{(o)}_{(dTHP)} = G^{(o)} (H^{(o)} F^{(o)} x^{(o)} + n) )</td>
<td></td>
</tr>
<tr>
<td>( \hat{s}^{(cTHP)} = Q(\text{M}(T^{(o)^T} r^{(o)}_{(cTHP)})) )</td>
<td></td>
</tr>
<tr>
<td>( \hat{s}^{(dTHP)} = Q(\text{M}(T^{(o)^T} r^{(o)}_{(dTHP)})) )</td>
<td></td>
</tr>
</tbody>
</table>

Comparison between ZF-dTHP and ZF-cTHP, we assume \( i \) is an arbitrary layer, then we
have
\[
\frac{\Phi_{ZF-cTHP,i,i}^{(o)}}{\Phi_{ZF-dTHP,i,i}^{(o)}} = 1 + t_{i,i}^{(o)2} \sum_{j \neq i}^S (1/t_{j,j}^{(o)2}).
\] (5.27)

That is, \( \forall i : \Phi_{ZF-cTHP,i,i}^{(o)} > \Phi_{ZF-dTHP,i,i}^{(o)} \). Since the BER performance is largely related to the error covariance matrix, we expect a better BER performance of ZF-dTHP over ZF-cTHP. This is also verified by the simulation result in [73], from which a slightly better BER performance of ZF-dTHP over ZF-cTHP is reported.

The comparison between MMSE-dTHP and MMSE-cTHP, however, has not been analyzed nor simulated in the literature so far. Substituting (5.18), (5.20), (5.21) and (5.23) into (5.25), we can get the error covariance matrix for MMSE-dTHP as
\[
\Phi_{MMSE-dTHP}^{(l)} = \text{diag}(\sigma_n/L_{i,1}^{(l)}, \cdots, \sigma_n/L_{S,S}^{(l)})^2.
\] (5.28)

For the MMSE-cTHP we start from the calculation of \( \beta \) for a more accurate expression by
\[
\beta^2 = \frac{E\|AF^{(l)}G^{(l)}x^{(l)}\|^2}{\sigma_s^2},
\] (5.29)
where \( \sigma_s^2 = E\|s\|^2 \). Since \( x^{(l)} = B^{(l)-1}v^{(l)} \), \( B^{(l)} = L^{(l)}G^{(l)} \) and \( L^{(l)-1} = \frac{1}{\sigma_n}Q_2^{(l)} \), the multiplication \( AF^{(l)}G^{(l)}x^{(l)} \) is obtained as
\[
AF^{(l)}G^{(l)}x^{(l)} = \frac{1}{\sigma_n}AF^{(l)}Q_2^{(l)}v^{(l)}.
\] (5.30)

Then, by applying the equivalence \( \text{tr}(ABC) = \text{tr}(CAB) \), the normalization factor \( \beta \) can be expressed as
\[
\beta^2 = \frac{\sigma_v^{(l)^2}}{\sigma_n^2 \sigma_s^2};
\] (5.31)
where the quantity \( \sigma_v^{(l)^2} \) is the variance of \( v^{(l)} \). Therefore, the error covariance matrix for MMSE-cTHP is obtained as
\[
\Phi_{MMSE-cTHP}^{(l)} = \text{diag}\left(\frac{\sigma_v^{(l)^2}}{\sigma_s^2}, \cdots, \frac{\sigma_v^{(l)^2}}{\sigma_s^2}\right).
\] (5.32)

Since the noise term is taken into account in MMSE-cTHP, we expect a better BER performance of MMSE-cTHP over MMSE-dTHP. By changing the transmit signal order,
different perturbation vectors \( \mathbf{d}^{(l)} \) are obtained in MB-MMSE-cTHP. The multi-branch processing is actually used to select the one with the minimum \( \sigma_v^{(l)} \) among all the \( L_B \) branches in MB-MMSE-cTHP algorithms. For the comparison between MB-MMSE-dTHP and MMSE-dTHP, we have the proposition below.

**Proposition:** The trace of the error covariance matrix for the proposed MB-MMSE-dTHP technique is upper bounded by that of the conventional MMSE-dTHP scheme, i.e.,

\[
\text{tr}(\Phi_{\text{MB-MMSE-dTHP}}) \leq \text{tr}(\Phi_{\text{MMSE-dTHP}}). \tag{5.33}
\]

**Proof:** From the MESC selection criterion in (5.12), the selected branch \( l^{(o)} \) corresponds to the sum of the elements associated with the smallest value, i.e.,

\[
\text{tr}(\Phi_{\text{MB-MMSE-dTHP}}) = \sum_{1 \leq i \leq S} (1/l_{i,i}^{(o)})^2. \tag{5.34}
\]

With the MESC selection criterion, we have

\[
\sum_{1 \leq i \leq S} (1/l_{i,i}^{(o)})^2 \leq \sum_{1 \leq i \leq S} (1/l_{i,i}^{(l)})^2, \quad l = 1, 2, \ldots, L_B. \tag{5.35}
\]

By writing the above quantities without the sum, we get

\[
\left( \frac{1}{l_{1,1}^{(o)}} \right)^2 + \cdots + \left( \frac{1}{l_{S,S}^{(o)}} \right)^2 \leq \left( \frac{1}{l_{1,1}^{(l)}} \right)^2 + \cdots + \left( \frac{1}{l_{S,S}^{(l)}} \right)^2,
\]

\[
\left[ \left( \frac{1}{l_{1,1}^{(o)}} \right)^2 - \left( \frac{1}{l_{1,1}^{(l)}} \right)^2 \right] + \cdots + \left[ \left( \frac{1}{l_{S,S}^{(o)}} \right)^2 - \left( \frac{1}{l_{S,S}^{(l)}} \right)^2 \right] \leq 0. \tag{5.36}
\]

If we choose \( l_{i,i}^{(o)} \) to be identical to \( l_{i,i}^{(l)} \) then we prove the equality

\[
\text{tr}(\Phi_{\text{MB-MMSE-dTHP}}) = \text{tr}(\Phi_{\text{MMSE-dTHP}}).
\]

If we choose at least one element \( l_{i,i}^{(o)} > l_{i,i}^{(l)} \) or \( l_{i,i}^{(o)} - l_{i,i}^{(l)} = \epsilon \) while keeping the others identical \( l_{j,j}^{(o)} = l_{j,j}^{(l)}, \quad j \neq i \) then we prove the inequality

\[
\text{tr}(\Phi_{\text{MB-MMSE-dTHP}}) < \text{tr}(\Phi_{\text{MMSE-dTHP}}), \quad \text{where } \epsilon \text{ is a small real positive value.}
\]

From (5.3), for each layer of MMSE-cTHP and MB-MMSE-cTHP, we have

\[
[\Phi_{\text{MMSE-cTHP}}]_{i,i} = \text{tr}(\Phi_{\text{MMSE-dTHP}}), \tag{5.37}
\]

\[
[\Phi_{\text{MB-MMSE-cTHP}}]_{i,i} = \text{tr}(\Phi_{\text{MB-MMSE-dTHP}}).
\]

From the above proposition, we have obtained that \( \Phi_{\text{MMSE-cTHP}}_{i,i} \leq \Phi_{\text{MB-MMSE-cTHP}}_{i,i} \). The overall SNR performance is influenced by the sum of
each layer. Then, it is straightforward to conclude that
\[
\text{tr}(\Phi_{\text{MB-MMSE-cTHP}}) \leq \text{tr}(\Phi_{\text{MMSE-cTHP}}).
\] (5.38)

Therefore, we expect that a better BER performance can be achieved by the proposed MB-dTHP and MB-cTHP, respectively, as compared to their original counterparts.

### 5.4.2 Sum-Rate Performance Analysis

From the analysis illustrated in Section III, the MU-MIMO channel is decomposed into parallel AWGN channels in the THP systems. Therefore, the \(i\)th SNR for the \(l\)th branch transmit signal of MB-ZF-THP is given by
\[
\gamma_{i}^{(l)}(\text{MB-ZF-dTHP}) = \frac{\sigma_{s}^{2}}{\sigma_{n}^{2}(1/l_{i,i}^{(l)})},
\] (5.39)
\[
\gamma_{i}^{(l)}(\text{MB-ZF-cTHP}) = \frac{\sigma_{s}^{2}}{\sigma_{n}^{2}\sum_{i=1}^{S}(1/l_{i,i}^{(l)})},
\] (5.40)

Then, the achieved sum-rate for the \(l\)th branch of MB-ZF-dTHP and MB-ZF-cTHP is
\[
C_{(\text{MB-ZF-dTHP})}^{(l)} = S\sum_{i=1}^{S} \log\left(1 + \frac{\sigma_{s}^{2}\gamma_{i}^{(l)}}{\sigma_{n}^{2}(1/l_{i,i}^{(l)})}\right),
\] (5.41)
\[
C_{(\text{MB-ZF-cTHP})}^{(l)} = S\log\left(1 + \frac{\sigma_{s}^{2}}{\sigma_{n}^{2}\sum_{i=1}^{S}(1/l_{i,i}^{(l)})}\right).
\] (5.42)

For MB-MMSE-THP, the achieved sum-rate of dTHP and cTHP can be expressed as follows
\[
C_{(\text{MB-MMSE-dTHP})}^{(l)} = S\sum_{i=1}^{S} \log\left(1 + \frac{\sigma_{s}^{2}\gamma_{i}^{(l)}}{\sigma_{n}^{2}(1/l_{i,i}^{(l)})}\right),
\] (5.43)
\[
C_{(\text{MB-MMSE-cTHP})}^{(l)} = S\log\left(1 + \frac{\sigma_{s}^{4}}{\sigma_{v}^{2}(l^{(l)})}\right).
\] (5.44)

From (5.41) and (5.43), the difference of the overall average SNR for the \(l\)th branch is small. Thus, we expect that MB-MMSE-dTHP with different branches shares a similar sum-rate performance. For MB-MMSE-cTHP, the \(\sigma_{v}^{(o)}^{2}\) of the selected \(l^{(o)}\)th branch has the minimum value among all the branches because of the multi-branch and the selection processing, that is
\[
\sigma_{v}^{(o)}^{2} \leq \sigma_{v}^{(l)}^{2}, \ l = 1, \ldots, L_{B},
\] (5.45)
Thus, we have

\[ C^{(o)}_{(\text{MB-MMSE-cTHP})} \geq C^{(\text{MMSE-cTHP})}, \]  

(5.46)

which means the sum-rate of MMSE-cTHP can be improved by the proposed MB-MMSE-cTHP algorithm.

5.4.3 Complexity Analysis

In this section we use the total number of floating point operations (FLOPs) to measure the computational complexity of the proposed and existing algorithms. The number of FLOPs for the LQ decomposition is obtained by assuming that the LQ decomposition is computed by using the Householder transformation given in [102]. We summarize the total number of FLOPs needed for the matrix operations below:

- Multiplication of \( m \times n \) and \( n \times p \) complex matrices: \( 8mpn - 2mp \);
- LQ decomposition of an \( m \times n \) (\( m \leq n \)) complex matrix: \( 8m^2(n - \frac{1}{3}m) \);
- Pseudo-inversion of an \( m \times n \) complex matrix: \( \left( \frac{4}{3}m^3 + 7m^2n - m^2 - 2mn \right) \).

The number of FLOPs needed for BD and RBD can be found in [119]. The computational complexity of MMSE-THP based on multiple matrix inversions in [110] has been given in [120]. The complexity reported in [120], however, is only computed in terms of the number of multiplications and additions. For the complex multiplications and additions, it respectively needs 6 and 2 FLOPs. Thus, the number of FLOPs needed by MMSE-THP in [110] is at least \( 24N_t^4 + 48N_r^3 + N_tN_r \). For MMSE-THP based on the Cholesky factorization in [120], the number of FLOPs needed is at least \( \frac{20}{3}N_r^3 + 8N_r^2N_t \). The ZF-VP in [26] and MMSE-VP in [80] are implemented by using the SE algorithm which is employed for sphere encoding. The complexity of SD is associated with the constellation size \( M \) and the radius \( d \) which is chosen to be a scaled version of the noise variance [27]. The required multiplications and additions of SD are given in [121].

For simplicity, we assume that the number of transmit antennas \( N_t \) and the number of receive antennas \( N_r \) are equal to \( n \). From the above derivation, MB-MMSE-dTHP and
Table 5.2: Comparison of the complexity

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>FLOPs</th>
<th>Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZF</td>
<td>$16n^3 + 3n^2 - 2n$</td>
<td>3552</td>
</tr>
<tr>
<td>MMSE</td>
<td>$16n^3 + 3n^2$</td>
<td>3564</td>
</tr>
<tr>
<td>BD</td>
<td>$K(72n_i^3 + 72n_i^2n + 32n_i^2 - 2n_i^3)$</td>
<td>35304</td>
</tr>
<tr>
<td>RBD</td>
<td>$K(72n_i^3 + 72n_i^2n + 32n_i^2 - 2n_i^3)$</td>
<td>40824</td>
</tr>
<tr>
<td>ZF-THP</td>
<td>$\frac{40}{3}n^3 + 10n^2 + 22n$</td>
<td>3372</td>
</tr>
<tr>
<td>MMSE-THP [64]</td>
<td>$24n^4 + 48n^3 + n^2$</td>
<td>41508</td>
</tr>
<tr>
<td>MMSE-THP</td>
<td>$\frac{64}{3}n^3 + 10n^2 + 22n$</td>
<td>5100</td>
</tr>
<tr>
<td>MB-ZF-THP</td>
<td>$L_B(\frac{40}{3}n^3 + 10n^2 + 22n)$</td>
<td>6744</td>
</tr>
<tr>
<td>MB-MMSE-THP</td>
<td>$L_B(\frac{64}{3}n^3 + 10n^2 + 22n)$</td>
<td>10200</td>
</tr>
<tr>
<td>ZF-VP/MMSE-VP [26,27]</td>
<td>$8 \sum_{k=1}^{n} \frac{M_k \frac{1}{2}}{\Gamma(k/2+1)} \sigma^k$ + $16n^2 - 2n + 4$</td>
<td>$4.8 \cdot 10^7$</td>
</tr>
</tbody>
</table>

MB-MMSE-cTHP share the same computational complexity. The number of FLOPs for the above precoding algorithms are listed in Table 5.2. In case of system dimension $n = 6$, number of users $K = 3$, each user equipped with $N_i = 2$ receive antennas and number of branches $L_B = 2$, the required number of FLOPs of MB-ZF-THP and MB-MMSE-THP is much lower than the BD, RBD, conventional MMSE-THP in [110] and VP algorithms.
The required number of FLOPs of the proposed and existing algorithms is simulated for different system dimensions and the results are depicted in Figure 5.2. We average the curves over 100 independent trials. From Figure 5.2, it is clear that VP shows the highest complexity. The computational cost of BD, RBD, and MMSE-THP in [64] is relatively high compared to the proposed MB-MMSE-THP algorithms due to multiple SVD or matrix inversion operations are implemented. Moreover, the proposed MB-MMSE-THP with $L_B = 2$ and $L_B = 4$ branches have a complexity that is slightly higher than the ZF-THP, MMSE, and MMSE-THP algorithms especially when the system dimension is below 10.

![Figure 5.2: Complexity Analysis](image)
5.5 Simulation Results

In this section, we assess the performance of the proposed MB-THP algorithms. A system with $N_t = 8$ transmit antennas and $K = 4$ users each equipped with $N_i = 2$ receive antennas is considered; this scenario is denoted as the $(2,2,2,2) \times 8$ case. The quantity $E_b/N_0$ is defined as $E_b/N_0 = \frac{N_r E_s}{N_t N_s}$ with $N$ being the number of information bits transmitted per channel symbol. Uncoded QPSK and 16-QAM modulation schemes are employed in the simulations. The channel matrix $H$ is assumed to be a complex i.i.d. Gaussian matrix with zero mean and unit variance. The number of branches employed for MB-MMSE-THP is $L_B = 2, 4, 6, 8$, respectively. The number of simulation trials is $10^6$ and the packet length is $10^2$ symbols.

5.5.1 Perfect Channel State Information Scenario

As illustrated in Figure 5.3, the BER performance of the BD and RBD precoding algorithms is worse than that of the THP algorithms. For the THP algorithms, a better BER performance is offered by ZF-dTHP over ZF-cTHP, and a much better BER performance is achieved by MMSE-cTHP than MMSE-dTHP, which verifies the analysis developed in Section IV.

The comparison among nonlinear precoding algorithms with 16-QAM is displayed in Figure 5.4. The same phenomenon is also observed for the two types of THP with 16-QAM. A slightly better BER performance is offered by ZF-dTHP over ZF-cTHP, whereas, the situation is reversed for MMSE-THP. The THP with successive BD implementation (SO-THP) algorithm in [116] shows a slightly better performance than ZF-cTHP at low $E_b/N_0$s, however, its performance is almost the same as ZF-dTHP and ZF-cTHP at high $E_b/N_0$s. The maximum transmit diversity order is achieved by ZF-VP and MMSE-VP algorithms. The transmit diversity of the proposed MB-MMSE-THP algorithms is between the VP algorithms and the conventional MMSE-THP algorithms.

The BER performance of the proposed MB-MMSE-cTHP with 16-QAM and QPSK are shown in Figure 5.5 and Figure 5.6, respectively. From Figure 5.5, the proposed MB-MMSE-cTHP with $L_B = 2, 4, 8$ branches has a gain of more than 2 dB, 3 dB, and 3.4 dB.
Figure 5.3: BER performance of THP, QPSK.
Figure 5.4: BER performance of THP, 16-QAM.
as compared to the conventional MMSE-cTHP and the performance gap between MB-MMSE-cTHP with \( L_B = 4 \) and MMSE-VP is only 2 dB at the BER of \( 10^{-3} \). For the QPSK modulation in Figure 5.6, the BER performance of MB-MMSE-cTHP with \( L_B = 4 \) is better than MMSE-VP at low \( E_b/N_0 \)s and is very close to that of MMSE-VP at the BER of \( 10^{-3} \) but requires a much lower computational complexity.

\[
\begin{array}{c|c|c|c|c|c|c}
\text{Method} & \text{EB/N0 (dB)} & 0 & 5 & 10 & 15 & 20 \\
\hline
\text{ZF-cTHP} & 10^{-2} & 10^{-3} & 10^{-4} & 10^{-5} & 10^{-6} \\
\text{MMSE-cTHP} & 10^{-2} & 10^{-3} & 10^{-4} & 10^{-5} & 10^{-6} \\
\text{MB-MMSE-cTHP (L_B=2)} & 10^{-2} & 10^{-3} & 10^{-4} & 10^{-5} & 10^{-6} \\
\text{MB-MMSE-cTHP (L_B=4)} & 10^{-2} & 10^{-3} & 10^{-4} & 10^{-5} & 10^{-6} \\
\text{MB-MMSE-cTHP (L_B=6)} & 10^{-2} & 10^{-3} & 10^{-4} & 10^{-5} & 10^{-6} \\
\text{MB-MMSE-cTHP (L_B=8)} & 10^{-2} & 10^{-3} & 10^{-4} & 10^{-5} & 10^{-6} \\
\text{MMSE-VP} & 10^{-2} & 10^{-3} & 10^{-4} & 10^{-5} & 10^{-6} \\
\end{array}
\]

Figure 5.5: BER performance of cTHP, 16-QAM.

Figure 5.7 displays the BER performance of the proposed MB-MMSE-dTHP algorithms. For the proposed MB-MMSE-dTHP with \( L = 2, 4, 8 \) branches, there is a gain of more than 3.6 dB, 6 dB, and 7 dB as compared to the conventional MMSE-dTHP, respectively. It is worth noting that for both MB-MMSE-dTHP and MB-MMSE-cTHP with only 2 branches, there is a considerable performance improvement and their BER performances with 4 branches can approach the one with 8 branches. Especially for MB-MMSE-cTHP, its computational complexity is fixed and its BER performance with only 4 branches is
Figure 5.6: BER performance of cTHP, QPSK.
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not far from MMSE-VP.

Figure 5.7: BER performance of cTHP, QPSK.

Figure 5.8 and Figure 5.9 display the sum-rate performance of the proposed MB-MMSE-cTHP and MB-MMSE-dTHP algorithms, respectively. From Figure 5.8, we can find that the sum-rate of MB-MMSE-cTHP is improved with the increase of $L_B$. When $L_B$ is increased to 4, it can achieve almost the same sum-rate performance as with 8 branches. The SO-THP in [116] has shown a better sum-rate performance than MB-MMSE-cTHP algorithms for high values of $E_b/N_0$. For MB-MMSE-dTHP, however, they share almost the same sum-rate performance with different branches. This phenomenon confirms the analysis developed in Section IV. Another interesting phenomenon can be observed by comparing these two figures is that the sum-rate performance of MB-MMSE-cTHP is

better than MB-MMSE-dTHP at low values of $E_b/N_0$, while MB-MMSE-dTHP offers a very good performance at high values of $E_b/N_0$.

![Figure 5.8: Sum-rate performance of cTHP.](image)

5.5.2 Correlated Channel State Information Scenario

Here, we study the impact of correlated channels on the performance of the proposed and existing algorithms. A correlated channel matrix can be obtained using the Kronecker model [2]

$$H_c = R_\mathbb{F}^{\frac{1}{2}} H R_\mathbb{F}^{\frac{1}{2}}.$$  \hspace{1cm} (5.47)

For the case of an urban wireless environment, the UE is always surrounded by rich scattering objects and the channel is most likely to be modeled by an independent Rayleigh
Figure 5.9: Sum-rate performance of dTHP.
fading channel at the receive side [103]. Hence, we assume $R_r = I_{N_r}$, and we have

$$H_c = H R^{\frac{1}{2}}_t.$$ (5.48)

To study the effect of antenna correlations, random realizations of correlated channels are generated according to the exponential correlation model [46] such that the elements of $R_t$ are given by

$$r_{i,j} = \begin{cases} r^{j-i}, & i \leq j, |r| \leq 1, \\ r^{*}_{j,i}, & i > j, \end{cases}$$ (5.49)

where $r$ is the correlation coefficient between any two neighboring antennas. This correlation model is suitable for our study since, in practice, the correlation between neighboring channels is higher than that between distant channels. In the following Figure 5.1, we examine the performance of the proposed MB-MMSE-THP algorithms with $|r| = 0.2$. The simulation results show that with the spatial correlation, the proposed MB-MMSE-THP algorithms still offer a better performance compared to their conventional counterparts.

### 5.5.3 The impact of imperfect channels

For the precoding techniques to work, CSI is required at the transmit side. This is natural for time-division duplex (TDD) systems because the uplink and downlink share the same frequency band. For frequency-division duplex (FDD) systems, however, the CSI needs to be estimated at the receiver and fed back to the transmitter. Assuming perfect CSI is impractical due to the often inaccurate channel estimation and the CSI feedback errors, we need to evaluate the impact of imperfect CSI on the performance of precoders. The channel errors can be modeled as a complex random Gaussian noise matrix $E$ with i.i.d. entries of zero mean and variance $\sigma^2_e$. The imperfect channel matrix $H_e$ is defined as [20]

$$H_e = H + E.$$ (5.50)

Figure 5.12 illustrates the BER performance of the above precoding algorithms with imperfect CSI at $E_b/N_0 = 20$ dB. The BER performance gets worse for all the precoding algorithms with the increase of $\sigma^2_e$. The performance advantage of the proposed MB-MMSE-THP algorithms are not changed at low values of $\sigma^2_e$, while the performance of
Figure 5.10: BER with spatial correlation.
Figure 5.11: Sum-rate with spatial correlation.
all the precoding algorithms in Figure 5.12 degrades to approximately the same level of BER at higher values of $\sigma^2_e$.

![Figure 5.12: BER with $\sigma^2_e$ for a fixed $E_b/N_0$, 16-QAM](image)

**5.6 Summary**

In this Chapter, MB-dTHP and MB-cTHP algorithms have been especially proposed for MU-MIMO systems with multiple receive antennas. The proposed MB-THP algorithms increase the degrees of freedom for transmission, which results in extra transmit diversity gains. Moreover, the required computational complexity is still reasonable since the filters of MB-THP are derived based on an LQ decomposition for the proposed algorithms. We have verified that the MB-ZF-dTHP algorithm can lead to a larger sum-rate and a better BER performance than MB-ZF-cTHP. However, we have found that a better BER perfor-
performance is obtained by MB-MMSE-cTHP instead of MB-MMSE-dTHP. A comprehensive performance analysis has been carried out and a wide range of comparisons have been conducted with the existing precoding algorithms including BD, RBD, THP, SO-THP, VP. The simulation results have illustrated that a considerable improvement is achieved with only 2 or 4 branches, which reveals the value of the proposed MB-THP algorithms for practical applications.
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This thesis has described wireless techniques following a system perspective and has proposed novel precoding algorithms that can offer an improved performance while requiring a lower complexity than existing methods. This final Chapter summarizes the contributions of the thesis and outlines some directions for future work. Conventionally, for the algorithm design, there is always a dilemma between performance and computational complexity. In order to achieve an optimal performance a design often requires a higher computational complexity, whilst if the goal is an easy implementation and efficiency this is inevitably associated with a loss in performance. In this thesis, we have explored the art of novel efficient precoding algorithms with a comparable performance as the optimal one but which require much less computational complexity. In what follows, a summary of contributions is given along with a brief discussion on possibilities for future work.

6.1 Summary of Contributions

1. A study of the most relevant precoding algorithms reported in the literature is conducted in Chapter 2 which includes Zero Forcing (ZF), Minimum Mean Squared Error (MMSE), Block Diagonalization (BD), Regularized Block Diagonalization
(RBD), Tomlinson-Harashima Precoding (THP), LR-aided linear precoding, Vector Perturbation (VP), etc. The advantages and disadvantages of these algorithms are discussed. Their performances are analyzed and compared.

2. A low-complexity precoding algorithm (LC-RBD-LR) based on multiple LQ decompositions and lattice reductions are developed in Chapter 3. The two SVD operations and the decoding matrix for each user in the conventional RBD precoding algorithm are no longer required in the proposed LC-RBD-LR algorithms. Therefore, the computational complexity is reduced considerably (more than half) as compared to that of the conventional RBD precoding, while almost the same sum-rate performance as RBD and substantial BER performance gains are achieved by the proposed LC-RBD-LR algorithms.

3. Another class of low-complexity precoding algorithms (LR-S-GMI) based on one channel inversion, QR decompositions and lattice reductions are derived in Chapter 4. Based on this channel inversion scheme, the multiple LQ decompositions in LC-RBD-LR are avoided. The reduction of computational complexity by the proposed LR-S-GMI-MMSE algorithm is more than 70% and 50% as compared to the RBD and LC-RBD-LR precoding algorithms, respectively. In addition, a comparable sum-rate performance as BD-type precoding algorithms and a considerable BER performance improvement are obtained by the proposed LR-S-GMI type precoding algorithms. By implementing the proposed LC-RBD-LR and LR-S-GMI type precoding algorithms solely at the transmit side, not only the receiver structure is simplified but also it becomes easier to implement these techniques in practical MU-MIMO systems because of the decoding matrices of each user required by the BD-type precoding algorithms are not needed anymore.

4. The performance of THP strongly depends on the ordering of the precoded symbols, however, most of the ordering schemes in the literature are applied to SU-MIMO systems or simply assume that each user is equipped with a single receive antenna. In addition, there are two basic THP structures according to the positions of the diagonal weighted filter, decentralized filters located at the receivers or centralized filters deployed at the transmitter, which are denoted as dTHP or cTHP, respectively.
Most of the previous research works on THP, however, have only focused on one of the structures. In Chapter 5, novel MB-THP algorithms are developed based on these two structures for MU-MIMO and especially for situations in which the receiver is equipped with multiple antennas, which fills an important gap in the literature. A comprehensive analysis is carried out in terms of the error covariance matrix, the sum-rate and the computational complexity to illustrate the performance of MB-THP algorithms. The results of simulations indicate that with only 2 or 4 branches, the MB-THP algorithm can achieve a comparable performance with that of VP.

6.2 Future Work

Based on the contributions of this thesis, some suggestions for future work are given in the following:

1. According to Chapter 2 it is not difficult to find that, the wireless MIMO channel models we assumed in the following Chapters are flat fading channels. The fast fading channel based precoding techniques have not been addressed in this thesis. In order to make this research work more valuable, the more complicated fast fading channel situations should be considered.

2. The imperfect channel scenarios with correlation and feedback errors are simulated in Chapter 3, Chapter 4, and Chapter 5. The proposed LC-RBD-LR, LR-S-GMI, and MB-THP precoding algorithms suffer a performance loss under the imperfect channel environment. Therefore, robust designs of the proposed algorithms worth our further researching work to improve the performance in the context of imperfect CSI.

3. The low-complexity precoding algorithms proposed in this thesis are derived for MIMO systems with the dimensions that include antenna array with less than 20 antenna elements. Basically, the more antennas the transmitter/receiver is equipped with, and the more degrees of freedom that the propagation channel can provide, the better the performance in terms of data rate or link reliability [24]. Currently, the
concept of massive MIMO or large MIMO is drawing considerable interest in the research community because of the potential to improve data rates dramatically and to scale down transmit power drastically. The number of antennas considered in the large MIMO is usually hundreds or more, which is much more than the system configurations we discussed in this thesis. Problems like a pilot contamination would produced by the massive number of antennas will require designers to develop low-complexity and high-performance precoding algorithms for large MIMO systems. This is a very challenging topic that will keep researcher busy in the future.

4. The MIMO technique has become more and more mature, and the research focus on MIMO systems has moved from the MU-MIMO to the multi-cell system, network MIMO, MIMO systems with relays, etc. As we revealed in this thesis, the MU-MIMO scenario is so different from the SU-MIMO scenario (due to the fact that multiple users are geographically distributed) that we have to derive different algorithms or strategies to deal with the specific challenges. The same principle applies to these new scenarios. New design approaches or specific precoding algorithms need to be developed for these new systems.

Some other interesting topics are also worth further studying, for example scheduling, channel estimation, since these strategies are highly relevant to the core research topics of this thesis. In general, there are still many issues waiting to be solved.
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>3G</td>
<td>Third Generation</td>
</tr>
<tr>
<td>4G</td>
<td>Fourth Generation</td>
</tr>
<tr>
<td>3GPP</td>
<td>3rd Generation Partnership Project</td>
</tr>
<tr>
<td>AOA</td>
<td>Angle of Arrival</td>
</tr>
<tr>
<td>AP</td>
<td>Access Point</td>
</tr>
<tr>
<td>BD</td>
<td>Block Diagonalization</td>
</tr>
<tr>
<td>BER</td>
<td>Bit Error Rate</td>
</tr>
<tr>
<td>BS</td>
<td>Base Station</td>
</tr>
<tr>
<td>CDF</td>
<td>Cumulative Distribution Function</td>
</tr>
<tr>
<td>CDMA</td>
<td>Code Division Multiple Access</td>
</tr>
<tr>
<td>CLLL</td>
<td>Complex LLL</td>
</tr>
<tr>
<td>CLR</td>
<td>Complex Lattice Reduction</td>
</tr>
<tr>
<td>CSI</td>
<td>Channel State Information</td>
</tr>
<tr>
<td>DPC</td>
<td>Dirty Paper Coding</td>
</tr>
<tr>
<td>FDD</td>
<td>Frequency Division Duplexing</td>
</tr>
<tr>
<td>FDMA</td>
<td>Frequency Division Multiple Access</td>
</tr>
<tr>
<td>GSM</td>
<td>Global System for Mobile Communications</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>LLL</td>
<td>Lenstra Lenstra Lovsz</td>
</tr>
<tr>
<td>LR</td>
<td>Lattice Reduction</td>
</tr>
<tr>
<td>MAP</td>
<td>Maximum A Posteriori Algorithm</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple Input Multiple Output</td>
</tr>
<tr>
<td>MISO</td>
<td>Multiple Input Single Output</td>
</tr>
<tr>
<td>ML</td>
<td>Maximum Likelihood</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>-----------</td>
<td>-------------------------------------------------------</td>
</tr>
<tr>
<td>MLD</td>
<td>Maximum Likelihood Detection</td>
</tr>
<tr>
<td>MMSE</td>
<td>Minimum Mean Square Error</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean Squared Error</td>
</tr>
<tr>
<td>MSI</td>
<td>Multi Stream Interference</td>
</tr>
<tr>
<td>MUI</td>
<td>Multi User Interference</td>
</tr>
<tr>
<td>MU-MIMO</td>
<td>Multiple User MIMO</td>
</tr>
<tr>
<td>NP-hard</td>
<td>Non-deterministic Polynomial-time hard</td>
</tr>
<tr>
<td>OFDM</td>
<td>Orthogonal Frequency Division Multiplexing</td>
</tr>
<tr>
<td>OSIC</td>
<td>Ordered Successive Interference Cancelation</td>
</tr>
<tr>
<td>PBD</td>
<td>Partial Block Diagonalization</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Distribution Function</td>
</tr>
<tr>
<td>QAM</td>
<td>Quadrature Amplitude Modulation</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of Service</td>
</tr>
<tr>
<td>QPSK</td>
<td>Quadrature Phase Shift Keying</td>
</tr>
<tr>
<td>SD</td>
<td>Sphere Decoding</td>
</tr>
<tr>
<td>SDMA</td>
<td>Space Division Multiple Access</td>
</tr>
<tr>
<td>SIC</td>
<td>Successive Interference Cancelation</td>
</tr>
<tr>
<td>SIMO</td>
<td>Single Input Multiple Output</td>
</tr>
<tr>
<td>SISO</td>
<td>Single Input Single Output</td>
</tr>
<tr>
<td>SINR</td>
<td>Signal to Interference and Noise Ratio</td>
</tr>
<tr>
<td>SM</td>
<td>Spatial Multiplexing</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>ST</td>
<td>Space Time</td>
</tr>
<tr>
<td>SU-MIMO</td>
<td>Single User MIMO</td>
</tr>
<tr>
<td>SVD</td>
<td>Singular Value Decomposition</td>
</tr>
<tr>
<td>TDD</td>
<td>Time Division Duplexing</td>
</tr>
<tr>
<td>TDMA</td>
<td>Time Division Multiple Access</td>
</tr>
<tr>
<td>THP</td>
<td>Tomlinson-Harashima precoding</td>
</tr>
<tr>
<td>UE</td>
<td>User Equipment</td>
</tr>
<tr>
<td>UT</td>
<td>User Terminal</td>
</tr>
<tr>
<td>V-BLAST</td>
<td>Vertical-Bell Laboratory Layered Space-Time</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>WCDMA</td>
<td>Wideband Code Division Multiple Access</td>
</tr>
<tr>
<td>WiMAX</td>
<td>Worldwide Interoperability for Microwave Access</td>
</tr>
<tr>
<td>WLAN</td>
<td>Wireless Local Area Network</td>
</tr>
<tr>
<td>ZF</td>
<td>Zero Forcing</td>
</tr>
</tbody>
</table>
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