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Chapter 1
An Introduction to Semantics

We will begin by stating some basic assumptions we make about the treatment of semantics; this is followed by two sections that illustrate the so-called ‘model-theoretic’ approach that we are taking; then, as a precursor to a section that uses logic to mediate in the assignment of semantic values to English expressions, we briefly review the syntax and semantics of a fragment of logic and extend the fragment with so-called ‘lambda-expressions’. The chapter ends with a discussion of semantic translation.

1.1 Model-theoretic semantics

Semantic knowledge accounts for an aspect of the meaning of utterances. Specifically, it focuses on their ‘core’, ‘literal’, context-independent linguistic meaning (and, hence, on the meaning of sentences, rather than that of utterances). The satisfactory treatment of the meaning of natural language utterances is a highly complex issue with many unresolved problems. In this section we explain the framework that forms the basis of most contemporary linguistic theories of meaning. These theories agree that the basis of any approach to the meanings of natural language sentences should be by means of an analysis of their truth conditions. Under this approach, the minimal ‘meaning’ of a declarative sentence is a truth value. That is, in order to know the meaning of a (declarative) sentence (i.e. a sentence that is typically used to make a statement, as opposed to interrogative sentences, that are typically used to pose questions, or imperative sentences, that are typically used to issue commands or requests), you need to know (at least) how the world would have to be for the sentence to be true. (Note the word “minimal” in the above; it is also recognised that a full treatment of meaning will cover much more than truth conditions, but it seems clear that it could hardly cover less.)

Additionally, these theories, and all truth conditional approaches to natural language semantics, assume that meaning is assigned compositionally, that is to say, that the meaning of a linguistic expression is a function of the meanings of its parts. Specifically, what this means is that expressions of, say, English are assigned set-theoretic semantic values (or ‘denotations’) of various sorts, which are combined constituent by constituent to give eventually the truth value associated with the sentence composed out of them. (This is why we said in previous chapters that semantic processing can be ‘driven’ by the phrase-structures assigned to strings by syntactic
In order to be able to evaluate the truth or falsity of a sentence, we need to construct a **model** of the world, or a state of affairs, with respect to which the truth of the sentence is to be evaluated. (Hence the name **model-theoretic semantics** for this approach.) A basic model consists simply of a set containing the entities in the world (this set is called the **universe of discourse** of the model and we will use the label \( U \) for it), and a function (the **interpretation function**, for which we will use the symbol \( I \)) that assigns to expressions of the language under investigation objects constructed out of \( U \).

Perhaps the best way to see how these ideas work is by way of an example. What follows is a considerable simplification over what is required for a full treatment of natural language semantics, but it gives the flavour. We start by introducing some of the basic concepts and terminology that are required.

### 1.2 Denotations

'Denotation' is the name given to the kind of set-theoretic object taken to be the interpretation of a linguistic expression. We first present the denotations of simple noun phrases, verb phrases that comprise just an intransitive verb, and sentences made up of these; then we present the denotations of verb phrases that contain transitive verbs and their direct object noun phrases.

#### 1.2.1 Simple English expressions

Intuition suggests the following concerning the denotations of some simple English expressions:

- The denotations of **NPs** such as "Duncan" and "Macbeth" are taken to be *individuals* in the universe of discourse of the model of the world in which the sentences are being interpreted.

- Intransitive verbs, \( V_i \), such as "died" or "slept" denote *sets of individuals* in \( U \). That is, "died" has as its denotation the set of individuals in the model that

---

1. Compositionality is controversial. Definitions vary; some linguists believe that (at least some of) the definitions place constraints that are too restrictive to allow treatment of certain natural language semantic phenomena; others believe that (at least some of) the definition are nearly vacuous, this perhaps being supported by the number of times that non-compositional theories that have been proposed to account for certain phenomena have then been re-formulated in compositional terms.

2. This use of the word ‘interpretation’ has no significant relationship with our use of the word ‘interpreter’ in the previous chapter.

3. Note that we are adopting the practice here, as elsewhere in this book, of enclosing in double quotes and displaying in italics words of the language that we are describing; the expression "died", for example, should be read as ‘the English word “died”’. These conventions become very important in this chapter, where expressions from other languages, notably logic, and representations of non-linguistic objects all appear in the text.

4. This is an over-simplification. In fact, we need to assign more complex denotations to **NPs** in general to handle **NPs** such as "every witch", "few soldiers", etc., each of whose denotations could hardly simply be an individual like the denotation of “Duncan” and “Macbeth”. We do this in chapter 2.
1.2. DENOTATIONS

- Sentences, $S$, denote truth values, the conventional notation for which is $\{0, 1\}$ (0 being ‘false’ and 1 being ‘true’).

One problem of presentation that we face immediately is how we distinguish between linguistic items, such as the word “Duncan”, and the denotation of this expression with respect to a model. Such denotations are real-world entities, but it is clearly not possible to display these real-world entities in a book. One option might be to use some non-linguistic representation (such as pictures), but this too presents considerable problems. The strategy that we will adopt here is to use the symbols $i_1, i_2, i_3, \ldots, i_n$ to denote entities in the model that are intended to correspond to real-world individuals. Since expressions like these are not a part of normal English, there will be little chance of confusing them with words of English, but it is important to try and bear in mind that these symbols are intended to stand for real-world individuals.

We will construct a very simple model of a world which only contains two individuals who we will identify as $i_1$ and $i_2$. The model then consists of the set

$$\mathcal{U} = \{i_1, i_2\}$$

as its universe of discourse.

We define the relationship between the words “Duncan”, “Macbeth” and “died” through the interpretation function, $\mathcal{I}$, as follows:

$$\mathcal{I}(\text{“Duncan”}) = i_1$$
$$\mathcal{I}(\text{“Macbeth”}) = i_2$$
$$\mathcal{I}(\text{“died”}) = \{i_1\}$$

This states that, in this model, the semantic value of the word “Duncan” is the individual $i_1$, the semantic value of the word “Macbeth” is the individual $i_2$, and the semantic value of the word “died” is the set consisting of the single individual $i_1$. (In other words, Duncan is the only dead individual.)

We use the notation $[\alpha]^M$ to represent the semantic value or denotation of some syntactic expression $\alpha$ with respect to some model $M$. So far, we have specified the semantic values of three English words: “Duncan”, “Macbeth” and “died”. Using this notation we can state the following:

$$[\text{“Duncan”}]^M = i_1$$
$$[\text{“Macbeth”}]^M = i_2$$
$$[\text{“died”}]^M = \{i_1\}$$

Having given a semantic value to items from the lexicon, we now need to state how the semantic values of more complex expressions are constructed. The essence of this process is to pair with each syntactic rule of the grammar, a semantic rule stating how the construction it describes is assigned a semantic value in the model. We will use the trivial (syntactic) grammar and lexicon given as grammar 1.1. (This

---

5We will be ignoring tense and aspect of verb phrases in our simplified treatment.

6As ever, we do not claim to have attained Shakespearean fidelity.
Grammar 1.1: The grammar whose semantics will be developed

grammar is different from the ones we have used so far in this book. We have had to simplify the syntactic constructions to give an accessible treatment of semantics in this chapter. We have also split verbs into intransitive verbs, Vi, and transitive verbs, Vt, as their denotations are different. We have shown the lexical entry of the transitive verb and the transitive VP rule slightly apart from the rest of the grammar to reflect the fact that their denotations are explained in the next subsection; the denotations of the rest of the grammar are explained in this subsection.)

We know, by virtue of the specification given by I above, what the semantic values of the lexical items in the grammar are. We now need to specify how to arrive at the semantic values of the other categories in the grammar. We will deal first of all with the lexicon:

• If $W$ is a lexical item, then $[W]^M_M$ is the value assigned to $W$ by I

• For any lexical entry $W: C$, where $W$ is a lexical item, then $[C]^M = [W]^M$

So, if we have a sentence which contains the NP “Duncan”, that NP will have the same semantic value as the word “Duncan”.

For each of the other rules of the grammar, we specify its semantic value by pairing with the syntactic rule the instructions for computing its semantic value. The term generally used for this strategy is the Rule to Rule Hypothesis, a term attributed to the linguist Emmon Bach (Bach 1976). This is an obvious way of giving a compositional account, an account in which a finite set of semantic rules can assign meanings to an infinite set of well-formed expressions (the sentences and phrases of the language).

In the case of VPs containing only intransitive verbs, we specify that the VP and the verb it introduces have the same semantic value:

• English syntax Semantics
  $\text{VP} \rightarrow \text{Vi}$; $[\text{VP}]^M = [\text{Vi}]^M$

For $S$ we specify that the sentence is true ($= 1$) if and only if the semantic value of the NP is a member ($\in$) of the set which is the semantic value of the VP, otherwise it is false ($= 0$):

• English syntax Semantics
  $S \rightarrow \text{NP} \text{ VP}$; $[S]^M = 1$ if and only if $[\text{NP}]^M \in [\text{VP}]^M$
1.2. DENOTATIONS

We can illustrate the constituent-by-constituent construction of the semantic value of the sentence “Duncan died” in accordance with these rules by means of an interpreted tree, in which we embellish each node with its semantic value. The interpreted tree is shown as figure 1.1. In the figure, as specified by the semantic rules, the semantic values of the nodes labelled “Duncan” and “died” are the values assigned to these words by the interpretation function (the individual $i_1$ and the set $\{i_1\}$, respectively). The semantic value of the subject NP and the intransitive verb, $Vi$, being lexical categories, are the same as those of the words they dominate. The semantic value of the VP, as specified in the appropriate semantic rule, is simply the same as that of the intransitive verb. Finally, the semantic value of the S is $1$, i.e. the sentence is true, because the semantic value of the subject NP ($i_1$) is a member of the set that is the semantic value of the verb phrase ($\{i_1\}$).

1.2.2 Transitive verb phrases

Having illustrated some basic concepts via intransitive verbs, we now extend the treatment to cover the semantics of transitive verbs such as “killed”. The standard treatment of the semantics of transitive verbs is to consider them as denoting relations between two sets of individuals: one set containing those individuals corresponding to the denotation of the subject NP and the other set containing those corresponding to the denotation of the object NP. Each pair of individuals of whom the relation holds constitutes an ordered pair, notated $\langle x, y \rangle$, where $x$ is a member of the first set (called the domain of the relation) and $y$ a member of the second (called the range). The relation can then be characterised as the set of such ordered pairs. In the case of the model being used here, the relation is between $U$ and itself. Staying with the same extremely simple model, if we want to represent a state of affairs in which Macbeth killed Duncan, and there are no other killings, we would specify the value assigned to the verb “killed” by the interpretation function as follows:

$$\mathcal{I}(\text{“killed”}) = \{\langle i_2, i_1 \rangle\}$$

a set whose members are one ordered pair. This is to be interpreted as representing that the individual $i_2$ stands in the ‘killed’ relation to $i_1$ (and that nobody else is
involved in killing in the model).7 (Obviously, if Macbeth had also killed himself, the relation would contain another ordered pair, giving \{⟨i₂, i₁⟩, ⟨i₂, i₂⟩\}; more killings means more pairs in the relation.)

We have said that the semantic value of any transitive verb denotes a set of ordered pairs. We also know that the object NP contributes an individual. To determine whether a sentence containing a transitive verb phrase is true, we need to have access to the set of individuals who form the domain of the relation and we can do this with the following piece of notation (where Vt abbreviates ‘transitive verb’):

\[
\{x \mid ⟨x, y⟩ ∈ [\text{Vt}]^M \}
\]

As readers will know, the notation \{x \mid \ldots\} is read ‘the set of xs such that…’. The condition in the above is that \(x\) is the first coördinate of an ordered pair which is a member of the semantic value of the transitive verb. In our example \([“killed”]^M = \{⟨i₂, i₁⟩\}\), so the set picked out by the expression above is \{i₂\}. The semantic rule for transitive VPs needs to ensure that the semantic value of the VP consists of this set of individuals, where the object NP contributes the value of \(y\):

Syntax \hspace{1cm} Semantics

\[
\text{VP} → \text{Vt} \text{ NP}; \hspace{1cm} [\text{VP}]^M = \{x \mid ⟨x, [\text{NP}]^M⟩ ∈ [\text{Vt}]^M \}
\]

This rule, in conjunction with the others provided earlier, gives the semantic values for the constituents of the sentence “Macbeth killed Duncan” illustrated in the tree in figure 1.2.

In the figure, the semantic values of the words are again given by the interpretation function, and those of the lexical categories are the same as those of the words they dominate. The semantic value of the VP, given that \([\text{NP}]^M = \{i₁\}\) for the object NP, is \(i₁\) and that \([\text{Vt}]^M = \{⟨i₂, i₁⟩\}\), is the set of \(x\) such that \(⟨x, i₁⟩\) is a member of \{⟨i₂, i₁⟩\}, which is the set \{i₂\}. Finally, the semantic value of the S is \(1\) (true) because the denotation of the subject NP (i₂) is a member of the denotation of the VP (i₂).

---

7 The set of all ordered pairs drawn from two sets \(A\) and \(B\) is called the cross product of \(A\) and \(B\), written \(A × B\). For example, for the set \(U\) in our model,

\[
U × U = \{(i₁, i₁), (i₁, i₂), (i₂, i₁), (i₂, i₂)\}
\]

Any particular relation in our model, such as that denoted by “killed”, will be a subset of this cross product \(U × U\).
1.3 Functions

We have used simple set-theoretic concepts in introducing the basic ideas needed to provide an explicit compositional account of the truth conditions of declarative sentences in the belief that such an account lends itself to intelligibility. It would be perfectly feasible to continue to develop this discussion of semantics using only sets and set membership. However, the literature on truth conditional semantics typically provides an equivalent account which uses functions rather than sets. Because one of our aims in this book is to make the linguistics literature accessible, we will now recast the account given above in terms of functions.\(^8\)

A function is, like a relation, a set of ordered pairs. Functions are, however, more restricted than relations in that no individual in the domain of the function may be paired with more than one individual in the range. This means that whereas \{\langle demetrius, hermia \rangle, \langle demetrius, helena \rangle \} is a relation, it is not a function (because demetrius is paired with more than one individual in the range), but \{\langle lysander, hermia \rangle, \langle demetrius, helena \rangle \} is a function (because no object in the domain is paired with more than one individual in the range).

In addition to the ordered pair notation of functions, there is a variant known as functional notation. Using this notation, the function

\[
\{\langle lysander, hermia \rangle, \langle demetrius, helena \rangle \}
\]

looks like this:

\[
\begin{align*}
\text{f}(\text{lysander}) & = \text{hermia} \\
\text{f}(\text{demetrius}) & = \text{helena}
\end{align*}
\]

assuming that we call the function \(f\). Using this notation we talk of lysander being an argument of the function and hermia being the value of the function at the argument lysander. We also talk of applying the function to its argument.

One particular kind of function allows us to express the notion of set membership in functional terms. This is called the characteristic function of a set (because it ‘characterises’ the membership of the set). The characteristic function \(f_A\) of a set \(A\) is defined as follows: for each object \(x\) in the universe of discourse \(U\),

\[
f_A(x) = \begin{cases} 
1 & \text{if } x \in A \\
0 & \text{otherwise}
\end{cases}
\]

With this definition, the set denoted by “died” in the model, i.e. \(\{i_1\}\), can be represented instead by the following characteristic function:

\[
\{\langle i_1, 1 \rangle, \langle i_2, 0 \rangle\}\]

The only argument to this function which receives the value 1 is \(i_1\), who is the sole member of the original set.

This equivalence allows us to convert freely between sets and functions.

\(^8\)We will see below that this reformulation also has beneficial consequences when we come to consider computational aspects.

\(^9\)Or, in functional notation, calling the function \(f_{died}\):

\[
\begin{align*}
f_{died}(i_1) & = 1 \\
f_{died}(i_2) & = 0
\end{align*}
\]
1.3.1 Simple English expressions

We now have enough apparatus to rework our initial example in functional rather than set-theoretic terms. For convenience, we recapitulate the model (with the interpretation of “died” revised):

\[ U = \{i_1, i_2\} \]

\[ \mathcal{I}(“Duncan”) \quad = \quad i_1 \]
\[ \mathcal{I}(“Macbeth”) \quad = \quad i_2 \]
\[ \mathcal{I}(“died”) \quad = \quad \{\langle i_1, 1 \rangle, \langle i_2, 0 \rangle\} \]

Under the revision, the value that \( \mathcal{I} \) assigns to the intransitive verb “died” is a characteristic function instead of a set.

The grammar and corresponding revised semantic rules look like this:

- If \( W \) is a lexical item, then \( [W]^M \) is the value assigned to \( W \) by \( \mathcal{I} \)

- For any lexical entry \( W : C \), where \( W \) is a lexical item, then \( [C]^M = [W]^M \)

The only significant difference here is the rule for obtaining the semantic value of \( S \). This is now obtained by applying the semantic value of \( \text{VP} \) (which is a characteristic function) to the semantic value of \( \text{NP} \). For example, if we work out the semantic value of “Duncan died” in the revised framework, we get the interpreted tree shown in figure 1.3. In this figure, denotations of words, lexical categories and the \( \text{VP} \) are straightforward (although, in the case of the \( \text{Vi} \) and the \( \text{VP} \), the denotations are now functions). Only the denotation of the \( \text{S} \) is computed any differently: the denotation of the \( \text{VP} \), which is the function \( \{\langle i_1, 1 \rangle, \langle i_2, 0 \rangle\} \), is applied to the denotation of the subject \( \text{NP}, i_1 \). The value of the function at the argument \( i_1 \) is 1, hence the semantic value of the sentence is 1 (true).
1.3. FUNCTIONS

1.3.2 Transitive verb phrases

Transitive verbs can be assigned a similar, if more complex, functional interpretation. The important central point to hold onto here is the idea that VPs will denote characteristic functions of sets of individuals, no matter what their internal structure may be. In other words, they always denote sets of individuals.

In the example above involving the intransitive verb “died”, the denotation of the VP “died” is the (characteristic function of) the set of individuals who died (in the model). A VP such as “killed Duncan”, which contains the transitive verb “killed”, also denotes (the characteristic function of) a set: in this case the set of individuals that killed Duncan. We continue to assume that the semantic value of “Duncan” in this VP is an individual, since we have no reason to assume anything to the contrary, and it obviously makes our treatment of the semantics of English more straightforward if NPs like “Duncan” always denote the same thing, irrespective of their grammatical function (subject, direct object or indirect object). Therefore, in a framework in which the semantic value of a complex constituent (such as “killed Duncan”) is to be computed via the application of a function to an argument, we are led to the conclusion that the semantic value of the transitive verb “killed” must be a function. Furthermore, it must be a function from individuals (e.g. [\[\text{Duncan}\]\text{M}]) to the semantic value of VPs (i.e. characteristic functions of sets of individuals). “Killed” therefore denotes a function from individuals, such as \(i_1\), to the (characteristic function of) the set of individuals that killed \(i_1\).

This leads to the conclusion that the semantic value for transitive VPs should be specified as follows:

- **English syntax**

  \[ \text{VP} \rightarrow \text{Vt \ NP}; \quad [\text{VP}]^M = [\text{Vt}]^M([\text{NP}]^M) \]

The semantic value of a transitive VP is arrived at by applying the semantic value of the transitive verb to the semantic value of the object NP.

It remains to specify what the semantic value of a given transitive verb is. We can formalise the relational interpretation (\(\mathcal{I}(\text{“killed”}) = \{\langle i_2, i_1 \rangle\}\)) assigned to “killed” in subsection 1.2.2 above in functional terms as follows:

\[
\mathcal{I}(\text{“killed”}) = \{\langle i_1, \{\langle i_2, 1 \rangle, \langle i_1, 0 \rangle\}\rangle, \\
\langle i_2, \{\langle i_1, 0 \rangle, \langle i_2, 0 \rangle\}\rangle\}^{10}
\]

The relational version contains only one pair, \(\langle i_2, i_1 \rangle\); only \(i_2\) (Macbeth) killed \(i_1\) (Duncan). The functional version contains only one entry which is assigned the ultimate value 1 (that is, ‘true’), namely \(\langle i_1, \{\langle i_2, 1 \rangle, \langle i_1, 0 \rangle\}\rangle\). Rather surprisingly, perhaps, it appears as if the two individuals are now written in the reverse order, and hence that

\[\text{I}^{10}\text{An alternative representation of the same information, which may be easier to follow is:}\]

\[
\mathcal{I}(\text{“killed”}) = \{\langle i_1, \{\langle i_2, 1 \rangle, \langle i_1, 0 \rangle\}\rangle, \\
\langle i_2, \{\langle i_1, 0 \rangle, \langle i_2, 0 \rangle\}\rangle\}\}
\]

This shows more graphically the set of values that the function associates with the individuals that form its first arguments.
we have somehow got the participants in the killing relation reversed. This is not the case, as we can demonstrate by showing how the semantic value of the sentence “Macbeth killed Duncan” is computed on the basis of the information provided above. This is shown in the interpreted tree in figure 1.4. In the figure, the application of the function denoted by the transitive verb to the denotation of the NP “Duncan” involves identifying those ordered pairs in the function whose first coordinate is $i_1$ (i.e. $\llbracket "Duncan" \rrbracket^M$). These are $\langle i_1, \langle i_2, 1 \rangle \rangle$ and $\langle i_1, \langle i_1, 0 \rangle \rangle$. The value of the function at this argument is given by the second coordinates of these pairs: the set $\{ \langle i_2, 1 \rangle, \langle i_1, 0 \rangle \}$. This is the semantic value of the VP according to the rule above.

Note that the revised semantic rule for the $S \rightarrow NP\ VP$ rule does not require any further modification, since we have ensured that both intransitive and transitive VPs have the same kind of denotation, namely characteristic functions.

We conclude by pointing out that our treatment of the semantics of these sentences has been compositional: we have specified the semantic values of each of the lexical items in the sentence, and have then specified for each constituent how its semantic value is constructed from the semantic values of its parts. One of the advantages of moving to a functional (as opposed to a purely set-based) treatment of semantics is that we are able to define a uniform mode for the construction of the meanings of complex constituents out of their parts: functional application. In our examples, one of the children in each construction denotes a function, while the other denotes that function’s argument.
1.4 Logic

So far we have been interpreting the syntactic structures of English directly and it would be perfectly feasible to continue to develop our analysis in these terms. However, it is more common in work on natural language semantics and in computational semantics to see some form of logical notation being used to mediate between natural language and semantic value. The technique is to translate each natural language expression into an expression of a suitable logic for which there exist standard techniques for assigning model theoretic interpretations. We can then ‘trade off’ the latter to provide an interpretation indirectly for the natural language expression. Using logic to mediate between natural language and semantic value has a number of practical benefits: as you will appreciate already, directly interpreting natural language expressions can be rather difficult to follow.

We assume some familiarity with First-Order Logic (FOL), so the following account of its syntax and semantics is primarily to provide a summary of the notation and terminology we will be using.

Expressions in FOL are constructed out of a set of basic expressions. At this stage we will limit ourselves to constants, of which there are two kinds: (i) individual constants, and (ii) predicate constants. The predicate constants are subdivided according to the number of individual constants they may combine with; so we have 1-place predicate constants, 2-place predicate constants, and so on. All these constants are represented by arbitrary symbols, but we will follow common practice in using single lower case letters (e.g. \textit{m}, \textit{d}, etc.) for individual constants. For predicate constants we will use English words, with an integer added to them (e.g. \textit{died1}, \textit{killed1}, etc.). This allows us, firstly, to draw a clear distinction between expressions of English and expressions of logic, and, secondly, to provide logically unambiguous translations for lexically ambiguous English words. For example, we can represent one meaning of the noun \textit{“bank”} as \textit{bank1} and another as \textit{bank2}, and we can represent the intransitive instance of \textit{“drinks”} (as in \textit{“Toby drinks”}) as \textit{drink1}, and the transitive one (as in \textit{“Toby drinks scotch”}) as \textit{drink2}.

Predicate constants and individual constants can be combined, in accordance with a formation rule, to form formulae. The rule will allow us to construct formulae such as \textit{died1}(d) or \textit{killed1}(m,d). Although the intended interpretation of these expressions may be fairly clear, it is necessary to specify explicitly how to assign semantic values to logical expressions, just as we assigned semantic values to expressions of English above. Table 1.1 summarises the syntax of FOL, in the left-hand column, and, in the right-hand column, provides an explicit statement prescribing how a semantic value is assigned to the expressions in the left-hand column. (In the table, ‘iff’ abbreviates ‘if and only if’.)

To illustrate these definitions, we need to define a set of basic expressions and also a model with reference to which the logical expressions are to be interpreted. Here is a simple example. The constants we will use are:

\footnote{See, for example, Cooper (1983), for an extended treatment along these lines.}

\footnote{We are deliberately over-simplifying in this presentation, and, to keep matters as uncomplicated as possible at this stage, are omitting other logical expressions such as quantifiers and connectives, which will not play any part in the discussion of this chapter.}
## CHAPTER 1. AN INTRODUCTION TO SEMANTICS

### Syntax

<table>
<thead>
<tr>
<th>Basic expressions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1.1. A set of <strong>individual constants</strong>, here represented by expressions such as $d, m$.</td>
</tr>
<tr>
<td>1.1.2. A set of $n$-place <strong>predicate constants</strong> (where $1 \leq n$), here represented by expressions such as $\text{died}1$ (1-place), and $\text{killed}1$ (2-place).</td>
</tr>
</tbody>
</table>

### Semantics

| 2.1.1. If $\alpha$ is an individual constant, then $[\alpha]^M = I(\alpha)$. (That is, the semantic value of an individual constant is simply that which is assigned to it by the interpretation function.) |
| 2.1.2. If $\alpha$ is a predicate constant, then $[\alpha]^M = I(\alpha)$. (That is, the semantic value of a predicate constant is simply that which is assigned to it by the interpretation function.) |

### Formation rules

| 1.2.1. If $P$ is an $n$-place predicate and $a_1, \ldots, a_n$ are individual constants (where $1 \leq n$), then $P(a_1, \ldots, a_n)$ is a **formula**. |
| 1.2.2. Nothing else is a formula. |
| 2.2.1. If $P$ is an $n$-place predicate and $a_1, \ldots, a_n$ are individual constants, then $[P(a_1, \ldots, a_n)]^M = 1$ iff $\langle [a_1]^M, \ldots, [a_n]^M \rangle \in [P]^M$. |

---

**Table 1.1:** The syntax and semantics of a fragment of FOL
Individual constants: \(d, m\)
1-place predicate constants: \(\text{died1}\)
2-place predicate constants: \(\text{killed1}\)

and the universe and interpretation function are defined as follows:

\[ U = \{i_1, i_2\} \]

\[ I(d) = i_1 \]
\[ I(m) = i_2 \]

\[ I(\text{died1}) = \{i_1\} \]
\[ I(\text{killed1}) = \{(i_2, i_1)\} \]

The definitions of basic expressions and the formation rule 1.2.1 license expression of the following kind as formulae:

\[
\begin{align*}
\text{died1}(d) \\
\text{died1}(m) \\
\text{killed1}(d, m) \\
\text{killed1}(m, m)
\end{align*}
\]

As we see, \(\text{died1}(d)\) is a well-formed formula of FOL according to the rules given in the table. The corresponding semantic rules state that \([\text{died1}(d)]^M = 1\) if and only if \(\langle\{d\}\rangle^M \in \text{died1}^M\). Consulting the model reveals that \([d]^M = I(d) = i_1\), and \([\text{died1}]^M = I(\text{died1}) = \{i_1\}\). Since \(i_1 \in \{i_1\}\), the formula \(\text{died1}(d)\) is true \((= 1)\) with respect to this model.

Similarly, \(\text{killed1}(m, d)\) is a well-formed formula. Its semantic value, \([\text{killed1}(m, d)]^M\) is calculated in an analogous fashion: \([\text{killed1}(m, d)]^M = 1\) if and only if \(\langle\{m\}, \{d\}\rangle^M \in \text{killed1}^M\). \([m]^M = I(m) = i_2\), \([d]^M = I(d) = i_1\). Since \([\text{killed1}]^M = I(\text{killed1}) = \{(i_2, i_1)\}\), we now need to check whether \(\langle i_2, i_1 \rangle \in \{(i_2, i_1)\}\). Since this is true, it follows that \([\text{killed1}(m, d)]^M = 1\).

Comparison of the truth values for \(\text{died1}(d)\) and \(\text{killed1}(m, d)\) with those that we arrived at in our discussion of the direct interpretation of English expressions will reveal that the following pairs of English sentences and logical formulae have the same truth conditions with respect to the model we have set up:

<table>
<thead>
<tr>
<th>English</th>
<th>First Order Logic</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Duncan died”</td>
<td>(\text{died1}(d))</td>
</tr>
<tr>
<td>“Macbeth killed Duncan”</td>
<td>(\text{killed1}(m, d))</td>
</tr>
</tbody>
</table>

Although it is indeed the intention that they should have the same truth conditions, we have not yet established any systematic correspondence between them. Our task in what follows is to explain how to get from the English expressions in the left-hand column to their FOL translation in the right-hand column and how these representations relate to what we have covered so far.

\(^{13}\)An ordered monad, i.e. a tuple with just a single element in it, such as \(\langle\{d\}\rangle^M\), is simply equivalent to \([d]^M\), so \(\langle\{d\}\rangle^M = [d]^M\).
To take up the latter point first, we have been developing a treatment of semantics which relies heavily on the use of functions, but functions have not figured in the account of FOL that we have presented so far. We therefore need to add function-denoting expressions to FOL if we are to be able to carry out the programme of mediating the interpretation of English through FOL. We will do this by first introducing the notion of ‘type’.  

1.5 Type theory

It is common in work on natural language semantics to use type theory to ‘glue’ the different aspects of the analysis together. The semantic types used in type theory can be thought of as forming classes out of the kinds of objects that can be constructed out of the universe of discourse. For example, we have seen that different expressions of English denote individual entities, truth-values, characteristic functions of sets of entities, and characteristic functions of characteristic functions of sets of entities. Clearly, many other kinds of objects can be constructed out of the objects in the universe of discourse. These classes are the semantic types, and we need a way of naming each of them.

The definition of the types (and their names) is as follows. There are two basic types, named e and t. In addition, there is a recursive definition of a type:

If a is a type and b is a type, then \(\langle a, b \rangle\) is a type.

These definitions license an infinite set of types such as the following:

\[
\langle e, t \rangle \quad \langle e, e \rangle \quad \langle \langle e, t \rangle, t \rangle \\
\langle t, e \rangle \quad \langle t, t \rangle \quad \langle t, \langle e, t \rangle \rangle
\]

Semantically, expressions of type e denote individuals (entities), and expressions of type t denote truth values. Expressions of type \(\langle a, b \rangle\) denote functions from denotations of type a to denotations of type b. Consequently, an expression of type \(\langle e, t \rangle\) is a function from individuals (type e) to truth values (type t); in other words, it is a characteristic function of a set of individuals.

In the fragment of English that we covered earlier, the semantic type of English names and NPs is e, the type of sentences is t, the type of intransitive verbs and of verb phrases is \(\langle e, t \rangle\), and that of transitive verbs is \(\langle e, \langle e, t \rangle \rangle\).

In the fragment of logic that we presented in the previous section, the type of individual constants is e, and the type of formulae is t. The fragment does not, as yet, contain any expressions that denote functions (in particular, it has no expressions whose semantic types are \(\langle e, t \rangle\) and \(\langle e, \langle e, t \rangle \rangle\)).

There are two main senses in which type theory will now ‘glue’ together different aspects of the analysis. Firstly, when pairing an English expression with a logic expression, we will ensure that paired expressions have the same semantic type. (This already suggests that English names should be translated by individual constants of

---

14The extension of FOL which follows is brutally informal. We should in fact provide a completely revised definition of the formal language. The presentation adopted here is chosen for brevity and for perspicuity. More extensive and detailed treatments of this topic can be found in Dowty et al. (1981, chapter 4) and Partee et al. (1990, pp.338-51).
the logic, since both are of type \(e\), and that English sentences should be translated by formulae of the logic, since both are of type \(t\). It also highlights the point that English verbs, which denote functions of various kinds, have no correlate in our logic fragment so far, as nothing in that fragment is function-denoting.) Secondly, we will use type theory (in the next section) as a constraint on the syntactic expressions that we add to our fragment of logic.

### 1.6 The lambda operator

Having introduced functional types, we now use them to give an extended logic by defining a new class of expression: \textbf{lambda expressions}. In order to do this, we need to extend the basic expressions by including, in addition to the set of constants, a set of \textbf{variables}.

The set of variables is divided into variables of different types. Just as there are individual constants, there are also individual variables, which we will represent by lower case letters chosen from the end of the alphabet, augmented by subscript numerals if necessary: \(x, y, z, x_1, y_2, \ldots\) Individual variables have the same syntactic distribution as individual constants: they occur as arguments to predicates. Hence, \(\text{died1}(x)\) and \(\text{killed1}(m, y)\), in which individual variables \((x\) and \(y)\) appear where individual constants would normally appear, are well-formed formulae. Individual variables have the same type as the corresponding constants, namely type \(e\).

But, there are also variables of types \(\langle e, t \rangle\), \(\langle e, \langle e, t \rangle \rangle\), and \(\langle e, \langle e, \langle e, t \rangle \rangle \rangle\), and so on, which we will represent by possibly-subscripted letters from the middle of the alphabet, such as \(P, Q, P_1, Q_2, \ldots\) These variables will have the same syntactic distribution as predicate constants, hence \(P(d)\) is a well-formed formula. It is also possible to have variables of other types and hence other syntactic distributions too.

In fact, in this chapter we only use individual variables (type \(e\)). The reason we have mentioned the existence of other variables is that our syntactic definitions of lambda expressions (below) are completely general, allowing the construction of lambda expressions that contain variables of any type, and this generality will be needed in future chapters.\(^{15}\)

### 1.6.1 The syntax of lambda expressions

Equipped with variables, we define a new kind of logical expression which makes use of them.

1. If \(v\) is a variable of type \(a\) and \(\phi\) is an expression of type \(b\), then \(\lambda v[\phi]\) is an expression of type \(\langle a, b \rangle\).\(^{16}\)

(This rule introduces the new kind of logical expression.)

---

\(^{15}\)Readers with considerable familiarity with logic will realise that by allowing variables other than simple individual variables we are extending our logical language from being a fragment of \textit{First-Order Logic} (FOL) to being a variety of \textit{Higher-Order Logic} (HOL). We will continue to refer to the logic as ‘FOL’ in this chapter, in recognition of the fact that we are not yet using the generality we have afforded ourselves.

\(^{16}\)\(\lambda\) is the Greek letter ‘lambda’. 
2. If $\alpha$ is an expression of type $a$ and $\beta$ is an expression of type $\langle a, b \rangle$, then $\beta(\alpha)$ is an expression of type $b$.

(This rule allows us to make use of the expressions defined in 1.)

For example, $\text{died1}(x)$ is an expression of type $t$ (since it is a formula) and, since $x$ is a variable of type $e$ (appearing, as it does in $\text{died1}(x)$, where an individual constant would normally appear), $\lambda x[\text{died1}(x)]$ is an expression of type $\langle e, t \rangle$ (by rule 1). Rule 2 allows us to take such expressions defined by rule 1 and combine them with other expressions of the logic, so we can take $\lambda x[\text{died1}(x)]$ and combine it, as licensed by rule 2, with an expression of type $e$, such as $d$, to give a new expression: $\lambda x[\text{died1}(x)](d)$. By virtue of rule 2, we know that the type of this expression is $t$, in other words, a formula.\(^{17}\)

With these new lambda-expressions, we have now introduced functional expressions into an extended FOL. What we need to turn to next is how their semantics is defined.

### 1.6.2 The semantics of lambda expressions

For the purposes of this chapter, we will give a highly informal presentation of the semantics of our new expressions. A more formal treatment is given in chapter 2.

The (informal) semantic counterpart of syntax rule 1 given in subsection 1.6.1 is that if $v$ is a variable of type $a$, and $\phi$ is an expression of type $b$, then $[\lambda v[\phi]]^M$ is a function of an appropriate type. As an example, if $x$ is an individual variable (type $e$), and $\text{died1}(x)$ is a formula (type $t$), then rule 1 says that $\lambda x[\text{died1}(x)]$ is an expression of type $\langle e, t \rangle$ and so its semantic value is some function from individuals to truth values.

The (informal) semantic counterpart of syntax rule 2 given in subsection 1.6.1 is that if $v$ is a variable of type $a$, $\alpha$ is also an expression of type $a$, and $\phi$ is an expression of type $b$, then

$$[\lambda v[\phi](\alpha)]^M \equiv [\phi^{\alpha/v}]^M$$

where $\phi^{\alpha/v}$ is the result of replacing all occurrences of $v$ in $\phi$ by $\alpha$. That is to say, given expressions of appropriate types, we find the semantic value of a lambda expression and its argument by replacing all instances of the variable in the body of the expression by the argument.\(^{18}\) As an example, given that $\lambda x[\text{died1}(x)]$ is an expression of type $\langle e, t \rangle$ and the individual constant $d$ is of type $e$, then $\lambda x[\text{died1}(x)](d)$ is an expression

\(^{17}\)To emphasise the generality of the new syntax rules, we show that $\lambda P[P(d)]$ and $\lambda \phi[P(d)](\lambda x[\text{died1}(x)])$ are also licensed by the above rules (even though they are not examples used elsewhere in this chapter). $P(d)$ is an expression of type $t$ (a formula), with $P$ being a variable of type $\langle e, t \rangle$. Hence, $\lambda P[P(d)]$ is an expression of type $\langle \langle e, t \rangle, t \rangle$ by rule 1. Given that $\lambda x[\text{died1}(x)]$ is an expression of type $\langle e, t \rangle$ (the same type as $P$), then $\lambda P[P(d)](\lambda x[\text{died1}(x)])$ is an expression of type $t$ by rule 2.

\(^{18}\)Readers with considerable familiarity with logic will note the informality of this treatment. We ought to add to the semantics some apparatus for assigning semantic values to variables and use this in giving semantic values to lambda expressions and uses of those expressions. We give this reformulation in chapter 2. The simpler treatment given here assigns the same semantic value as chapter 2’s treatment (provided $\phi$ contains only free occurrences of the variable $v$), but takes a more ‘syntactic’ route (by textually substituting arguments for variables in the body of the lambda expression).
of type \( t \), and to obtain the semantic value of this expression, \( [\lambda x[died1(x)](d)]^M \), we replace all occurrences of \( x \) within the body of the lambda expression by \( d \), and take the semantic value of the resulting expression. This means that \( [\lambda x[died1(x)](d)]^M \equiv [died1(d)]^M \). Referring to our model from section 1.4, \( [died1(d)]^M \) is true if and only if \( [d]^M \in [died1]^M \), i.e. if and only if \( i_1 \in \{i_1\} \), which in this case is true. So both expressions are true.

Note that in saying that \( [\lambda x[died1(x)](d)]^M \equiv [died1(d)]^M \), we are saying that these two expressions have exactly the same truth values in all models: they entail one another. (One expression entails another if, in all models in which the first expression is true, the second is also true; obviously, if two expressions entail one another, then they must be true in exactly the same models.) This equivalence means that these two expressions are interchangeable.

The equivalence licences two operations, known as lambda abstraction and lambda conversion.

### 1.6.3 Lambda abstraction

We show the way lambda abstraction works very schematically below.

From any expression of the form:

\[ ...\alpha... \]

where \( \alpha \) is some expression of type \( a \), we can construct a semantically equivalent expression of the form:

\[ \lambda v[...v...](\alpha) \]

where \( v \) is a variable of the same type as \( \alpha \), by replacing the original \( \alpha \) by \( v \).

For example, from \( died1(d) \), we can, by lambda abstraction, construct the semantically equivalent expression \( \lambda x[died1(x)](d) \). (Here both \( x \) and \( d \) are expressions of type \( e \).)

### 1.6.4 Lambda conversion

The semantic equivalence also licences the inverse operation, lambda conversion.\(^{19}\)

From any expression of the form:

\[ \lambda v[...v...](\alpha) \]

where \( \alpha \) is some expression of type \( a \) and \( v \) is a variable of the same type, we can construct a semantically equivalent expression of the form:

\[ ...\alpha... \]

by replacing \( v \) with \( \alpha \).

So, given \( \lambda x[died1(x)](d) \), we can replace it with the semantically equivalent \( died1(d) \). (Here, again, \( x \) and \( a \) are both of type \( e \).)

\(^{19}\)This is also known as beta-reduction in the computer science literature. And, indeed, it is this latter term that we will use below in the computational implementation of the ideas being presented in this section.
1.7 From English to logic

Now that we have introduced functional expressions into an extension of FOL, we are in a position to reconstruct the earlier ‘direct’ interpretations of English sentences using logical translations as an intermediary between English and semantic values. Table 1.2 gives some of the relevant correspondences between English and FOL, where, in pairing an expression of English with a FOL translation, we have ensured that the denotations and semantic types of the two are the same. A fuller explanation is given in the rest of this section.

Table 1.2: Some correspondences between English and FOL

<table>
<thead>
<tr>
<th>English</th>
<th>Category</th>
<th>FOL Translation</th>
<th>Type</th>
<th>Denotation</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Duncan”</td>
<td>NP</td>
<td>d</td>
<td>e</td>
<td>Individual</td>
</tr>
<tr>
<td>“Macbeth”</td>
<td>NP</td>
<td>m</td>
<td>e</td>
<td>Individual</td>
</tr>
<tr>
<td>“died”</td>
<td>Vι</td>
<td>λx[died1(x)]</td>
<td>(e, t)</td>
<td>characteristic function (of the set of individuals that died)</td>
</tr>
<tr>
<td>“Duncan died”</td>
<td>S</td>
<td>died1(d)</td>
<td>t</td>
<td>truth value</td>
</tr>
</tbody>
</table>

We pair each syntactic expression of English with a FOL translation by defining a function that translates each English expression into a logical one. For example, the word “Duncan” translates as $d$ and “died” as $\lambda x[died1(x)]:$

$$\text{Translation(“Duncan”) } = d$$
$$\text{Translation(“died”) } = \lambda x[died1(x)]$$

We are here using the standard function-argument notation for the translation function (e.g., Translation(“died’’)). When expressions become more complex, however, this notation becomes rather hard to read, so we will define an abbreviative notation: we will represent $\text{Translation(\alpha)}$ by $\alpha'$ (the expression $\alpha$ plus a prime). In this notation, the above translations look like this:

$$Duncan' = d$$
$$died' = \lambda x[died1(x)]$$

As in sections 1.2 and 1.3, each rule in the grammar and lexicon consists of two pieces of information. In the earlier versions, this was a pairing of syntactic information with its semantic value; now it is the pairing of syntactic information with its logical translation.

The lexicon looks like this:

- English syntax FOL translation
  - Duncan : NP; NP' = Duncan' = d

---

20We will drop the quotation marks round the English expressions in these translations for the sake of tidiness, so, e.g., “died” becomes simply died’.
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- English syntax FOL translation
  
  Macbeth : NP; \( NP' = Macbeth' = m \)

- English syntax FOL translation
  
  died : Vi; \( Vi' = died' = \lambda x[died1(x)] \)

We have previously assumed that the semantic value of a VP containing only an intransitive verb is simply that of the verb. In a grammar making use of logical translations, this equates to assigning the VP the same translation as the verb it dominates. We represent this as follows:

- English syntax FOL translation
  
  VP \rightarrow Vi; \( VP' = Vi' \)

The question of how to translate the S rule is more interesting. An S consists of an NP and a VP. We know from the lexicon that NPs translate as expressions of type e, and we have just seen that intransitive VPs have the same translations as intransitive verbs, expressions of type (e, t). Since sentences denote truth values (and therefore have translations which are expressions of type t), the only available way to combine the two children which will preserve these type assignments is for the function-denoting expression (the translation of the VP) to take the translation of the NP as its argument:

- English syntax FOL translation
  
  S \rightarrow NP VP; \( S' = VP'(NP') \)

Here, the expression \( S' = VP'(NP') \) is to be understood as ‘the (logical) translation of an S constituent consists of the application of the translation of its VP child to the translation of its NP child’. Note that the use of type theory severely constrains the way that the translations (and hence semantic values) of constituents can be combined, reducing essentially to permissible function/argument applications.

The translations of transitive verbs simply use the same principles as for intransitives, but since they are more complex, it is worth working through the procedure step by step.

We know that the translation of “Macbeth killed Duncan” will be the formula \( killed1(m, d) \). We know also that the subject NP (“Macbeth”) will contribute the translation of “Macbeth”, \( m \), and we also know that the VP must denote a function, whose semantic value must be the set of individuals that killed Duncan. This means that to get the translation of the VP we need to abstract over \( m \) in \( killed1(m, d) \) to get the semantically equivalent expression \( \lambda x[killed1(x, y)](m) \). From this we remove the argument \( m \), to get the translation of the VP alone: \( \lambda y[\lambda x[killed1(x, y)]](d) \). Having arrived at the translation of the VP, we now remove from it the contribution made by the object NP “Duncan”, \( d \), by abstracting over the \( d \) to give \( \lambda y[\lambda x[killed1(x, y)]](d) \). (Note that the rules for lambda expressions given above do not in any way block the application of lambda abstraction to expressions which are themselves lambda expressions.)

From this, we remove the argument \( d \), leaving the translation of the transitive verb: \( \lambda y[\lambda x[killed1(x, y)]] \). Note that the type of this expression is \(<e, <e, t>>\): semantically, a function from individuals to characteristic functions of sets of individuals. In other words, this expression combines with two individual constants to give a formula, just as a transitive verb in English combines with two NPs to give a sentence.
We are now in a position to add a lexical entry for the transitive verb "killed" to the grammar given above, and to add a grammar rule for transitive verbs. Here is the lexical entry:

- **English syntax**
- **FOL translation**
  
  \[
  \text{killed} : \text{Vt}; \quad \text{Vt}' = \text{killed}' = \lambda y[\lambda x[\text{killed}1(x, y)]]
  \]

Supplying the translation for a VP containing a transitive verb proves to be tightly constrained, as a consequence of the types assigned to the children. The translation of the transitive verb is of type \(\langle e, \langle e, t \rangle \rangle\) and its NP sibling is of type \(e\). This means that the translation of the VP parent is determined by the function application of the verb’s translation to that of the object NP:

- **English syntax**
- **FOL translation**
  
  \[
  \text{VP} \rightarrow \text{Vt NP}; \quad \text{VP}' = \text{Vt}'(\text{NP}')
  \]

Note that we do not need to revise the translation of the S rule, because, although we have two kinds of VP which differ in their internal structure, the type of the translation of the VP itself remains \(\langle e, t \rangle\), irrespective of its internal structure.

So, we have now re-worked the same grammar fragment as that introduced earlier: now the semantic correlates of the syntactic rules are replaced by instructions on how to build up logical translations which provide the basis for semantic value. As before, function application is used to combine translations of children constituents into the translation of the parent, where previously function application was used to construct the semantic value directly.

We can show the logic translations of English expressions in the form of **annotated trees**. (‘Annotated trees’ show the logic translations associated with the English expressions that label each node, in contrast to ‘interpreted trees’, which show the semantic values associated with the English expressions that label each node.)

This grammar produces the annotated tree shown in figure 1.5 for the sentence “Duncan died”. The equivalence between the two formulae given as the translation of the S node is guaranteed by lambda conversion.

In order to evaluate the truth of the formula \(\text{died}1(d)\) in this tree, we need to calculate its semantic value: \([\text{died}1(d)]^M\). This is true if and only if \([d]^M \in [\text{died}1]^M\). By referring back to the model, you should be able to confirm that this is indeed the
case. Therefore, \([\text{died1}(d)]^M = 1\). To complete the story, and assign a semantic value to the English sentence, “Duncan died”, we need to add to the analysis the statement that:

- if \(E\) is an expression of English and \(E'\) is its translation into logic, then \([E]^M = [E']^M\).

This last requirement ensures that if \([\text{died1}(d)]^M = 1\), then so does \([\text{“Duncan died”}]^M\).

It should be emphasised very strongly that the logical translation of an English sentence is not the semantic value of that sentence. The semantic value for both English expressions and for expressions of a logical language consists of the semantic value assigned with respect to a model. Importantly too, we emphasise that the logical translations are not essential to the treatment. They are merely a convenient intermediate notation used in assigning semantic values to English expressions; we can assign semantic values to English expressions directly, without using logic, as we were doing earlier in this chapter, but it gives a less perspicuous treatment. We will see in chapter 2 that not all theories of semantics give the logical translations this optional status; in some theories, the logic is an essential level of meaning representation, without which correct semantic values would not be assigned.

For completeness, we give, as figure 1.6, an annotated tree showing how the translation of the sentence “Macbeth killed Duncan” is constructed. You will see that this mirrors the account we gave above of the reasoning that led to the translation of “killed”.

**Exercise 1** In this exercise, you should assume that all the grammar rules and lexical entries (with their FOL translations) given so far in this section of the book remain unchanged.

The grammar is extended with the following rules:

\[
\text{VP} \rightarrow \text{VPd NP}
\]
\[
\text{VPd} \rightarrow \text{Vd NP}
\]

and the lexicon is extended with the following two lexical entries:
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Caliban: NP
sold: Vd

Given that the translation of “Duncan sold Macbeth Caliban” is sell1(d, m, c) give the FOL translations for the new grammar rules and lexical entries.

Exercise 2 Suppose that in exercise 1 we had added just the following grammar rule (instead of the two binary rules):

\[ VP \rightarrow Vd \ NP \ NP \]

In the light of your answer to exercise 1 (and aiming to achieve the same logical translation for “Duncan sold Macbeth Caliban”), which of the following would be the semantic rule that would correspond to the above grammar rule:

\[ VP' = (Vd'(NP'_1))(NP'_2) \]
\[ VP' = (Vd'(NP'_2))(NP'_1) \]
\[ VP' = Vd'(NP'_1(NP'_2)) \]
\[ VP' = Vd'(NP'_2(NP'_1)) \]

(where \( NP'_1 \) is the translation of the first \( NP \) and \( NP'_2 \) is the translation of the second \( NP \) in the rule \( VP \rightarrow Vd \ NP \ NP \)).

Justify your answer.

Exercise 3 In this exercise, you again assume that all the grammar rules and lexical entries (with their FOL translations) given so far in this section of the book remain unchanged.

The grammar is extended with the following rules:

\[ VP \rightarrow Vaux \ Vtpass \ PPby \]
\[ PPby \rightarrow Pby \ NP \]

and the lexicon is extended with the following three lexical entries:

\[ \text{was : Vaux} \]
\[ \text{killed : Vtpass} \]
\[ \text{by : Pby} \]

These extensions allow generation of simple sentences whose VPs have passive mood, e.g.:

“Duncan was killed by Macbeth.”

It is fairly widely accepted that such a sentence will have identical truth-conditions to the corresponding sentence whose VP has active mood:

“Macbeth killed Duncan.”

(While we assign identical semantics to the two sentences, this leaves open the possibility that they do differ in meaning from a pragmatic point of view, e.g. the passive is ‘about’ Duncan whereas the active is ‘about’ Macbeth, and this may determine the contexts in which they may felicitously be uttered.)

Give the FOL translations for the new grammar rules and lexical entries. (Be warned that the answer can involve variables of types other than e.)
1.8 Summary

- In truth-conditional semantics, the (minimal) meaning of a (declarative) sentence is a truth value. In model-theoretic semantics, we evaluate the truth or falsity of a sentence against a model of the world. It is normal for expressions to have individuals and functions as their semantic values, which means that the only operation needed for putting semantic values together is function application.

- We assign semantics compositionally, which means that the meaning of a sentence is computed as a function of the meaning of its parts. We achieve this by the rule-to-rule hypothesis, where each syntactic rule is paired with a semantic rule that gives instructions for computing the semantic value.

- Rather than compute semantic values of English expressions directly, it is common to use logic to mediate between English expressions and their semantic values. This requires adding to standard logics expressions that denote functions: lambda expressions.

- Type theory provides a way of ensuring that the logic translations paired with English expressions denote the same kinds of objects. It is also a constraint on the definition and use of the lambda expressions added to the logic language.

The semantic coverage provided in this chapter is obviously grossly incomplete; we have given no discussion of tense (so we cannot handle the difference between “Duncan sleeps” and “Duncan slept”), we have presented no treatment of the semantics of modifiers (so we cannot handle “Toby drinks scotch on ice”, for example). The treatment of the semantics of NPs given in this chapter is deliberately oversimplified. We have made no attempt to consider NPs consisting of anything more than a name. The analysis of NPs as denoting individuals will clearly not extend to more complex cases such as “each king” and “a murderer with a dagger”. Nonetheless, the material presented here will form the basis of any treatment of more complex issues and although considerations of space will mean that some of them will be left untouched, we will extend the semantic coverage in subsequent chapters.

1.9 Further reading

In this chapter we have provided an introduction to model theoretic semantics and have shown how a logical representation using the lambda operator can be used to mediate between expressions of a natural language and their model-theoretic interpretation. Because of considerations of space, the treatment of both semantics and logic has been informal and incomplete. There are now several very good textbook level treatments of these topics which should be consulted for further details. In particular Chierchia and McConnell-Ginet (1990), Dowty et al. (1981), Gamut vols. I and II (1991), and Cann (1993) cover much of the same territory as that dealt with in this chapter, as well as many additional topics. Partee et al. (1990) also contains much useful textbook level material about natural language semantics. Klein
and Sag (1985) is a journal paper which sets out the compositional semantics programme. Janssen (1996) provides a comprehensive overview of the issues raised by compositionality.

Much of the credit for this approach to natural language semantics is awarded to Richard Montague, although his writings, collected in (Montague 1974), can be difficult work for the reader new to the subject.

Alternative model-theoretic frameworks, that are similar in many respects to the one we have developed in this chapter, but different in many other respects, include Discourse Representation Theory (e.g. Kamp 1981, Kamp and Reyle 1993) and Situation Semantics (e.g. Barwise and Perry 1983). Discourse Representation Theory is an example of a theory whose initial presentation was non-compositional (Kamp 1981) but which has subsequently been re-formulated in compositional terms (e.g. Zeevat 1989). Wide-ranging discussions of Discourse Representation Theory, Situation Semantics and other formalisms are given in the deliverables produced by the FraCaS project consortium, e.g. Cooper et al. (1994a, 1994b).
Chapter 2

The Semantics of Quantified Noun Phrases

The noun phrases whose semantics we developed in chapter 1 were all simple proper nouns (names), such as “Duncan” and “Macbeth”. We took the denotation of these names to be individuals, thus having semantic type \( e \); when we gave their logic translations, we mapped them to individual constant symbols of the logic (which are also of type \( e \)). But there are, of course, many other types of noun phrase, and it is the semantics of some of these that we examine in this chapter.

Consider the following sentences:

1. “Every soldier died.”
2. “No witch died.”
3. “Some king died.”

which contain the NPs “every soldier”, “no witch” and “some king”. These NPs are generated by the CF-PSG fragment given as grammar 2.1. Although we will work with this grammar initially in this chapter, we note from the outset that it is not a descriptively adequate grammar for noun phrases. In particular it is normal to introduce the category \( \text{Nbar} \) and to use two grammar rules (\( \text{NP} \rightarrow \text{Det Nbar} \) and \( \text{Nbar} \rightarrow \text{N} \)) in place of the single grammar rule given in grammar 2.1. \( \text{Nbar} \) is then a suitable category for modification by adjectival phrases, prepositional phrases and relative clauses, for example. We will work with the simpler grammar for now, and then introduce \( \text{Nbar} \) when it is needed, later in the chapter.

The words “every”, “some” and “no” are determiners. Other determiners include “the”, “a”, “all”, “each”, “most”, “many”, “few”, etc.\(^1\) At a semantic level, determiners have a quantificational role. The NPs formed using the rule given in grammar 2.1 are referred to as quantified noun phrases. Informally, the determiner quantifies the number of individuals being referred to, and the nominal expression (“soldier”, “witch”, “king”, etc.) restricts the quantification to only certain individuals (those which the nominal denotes).\(^2\)

---

\(^1\)Determiner phrases are also possible, e.g. “all three witches”, “all of the witches”, “less than half the witches”, “almost all witches”, etc. We shall ignore these.

\(^2\)Although ignored in the rest of this chapter, certain pronouns can also constitute quantified
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NP → Det N

\begin{align*}
\text{every}: \text{Det} & \quad \text{soldier}: \text{N} \\
\text{no}: \text{Det} & \quad \text{witch}: \text{N} \\
\text{some}: \text{Det} & \quad \text{king}: \text{N}
\end{align*}

Grammar 2.1: A grammar for some noun phrases

We want to work out the denotations, semantic type, and translations into logic of these quantified NPs. We want to show how their denotations (and logic translations) are composed from the denotations (and logic translations) of their constituents (\text{Det} and \text{N}), and we want to present the corresponding implementation of the computation of their logical translations using Prolog. This is the subject of this chapter.

In the previous chapter, we considered denotations first and only later moved on to consider the mediating role that logic could play. In this chapter, we will concentrate on giving logical translations (though, inevitably, some discussion of types and denotations will also be necessary). Therefore, as a preliminary, we need to extend the logical language given in the previous chapter so that it contains expressions suitable as the target in our translation, where, by ‘suitable’, we mean that these new expressions will have the kinds of denotations we want to give to quantified noun phrases of English.

2.1 Logic

As in the previous chapter, we continue to assume that the reader has some familiarity with logic, and so our presentation in this section serves only as a summary of notation and terminology. Table 2.1 summarises the basic expressions and formation rules of the syntax of our extended logic in the left-hand column, and, in the right-hand column, states how to assign semantic values to the expressions in the left-hand column. (In the table, ‘iff’ abbreviates ‘if and only if’.)

As far as the syntax is concerned, note that this time we include references to variables and lambda expressions, exactly as defined in the previous chapter, from the outset. Additionally, definitions 1.2.3 (i) and (ii) introduce the symbols \(\forall\) and \(\exists\), which are referred to as quantifiers, and thus add quantified expressions to the logic. The symbol \(\forall\) is referred to as the universal quantifier, and the symbol \(\exists\) is referred to as the existential quantifier. In an expression of the form \(\forall v(\phi)\) or \(\exists x(\phi)\), the variable \(v\) is said to be bound by the quantifier; any occurrences of \(v\) in \(\phi\) are bound occurrences of \(v\); the expression \(\phi\) is said to be the scope of the quantifier; variables appearing in an expression that are not bound by a quantifier or the lambda operator are said to be free occurrences.

Definitions 1.2.4 (i)-(v) introduce the symbols \(\neg\), \(\land\), \(\lor\), \(\supset\) and \(\leftrightarrow\), which are referred to as connectives; they define a set of compound formulae. \(\neg(\phi)\) is the negation of noun phrases, e.g. “someone”, “everyone”, “something”, “everything”, etc. One way of thinking of these is that the determiner (“some” and “every” in these cases) and the nominal (“one” and “thing” here) are stuck together to form a single word.
## 2.1. LOGIC

### Syntax

#### Basic expressions

1.1.1. A set of individual constants (type \( e \)), here represented by expressions such as \( d, m \).

1.1.2. A set of \( n \)-place predicate constants (where \( 1 \leq n \)), here represented by expressions such as \( \text{died}1 \) (1-place, type \( \langle e, t \rangle \)), \( \text{killed}1 \) (2-place, type \( \langle e, \langle e, t \rangle \rangle \)) and \( \text{send}1 \) (3-place, type \( \langle e, \langle e, \langle e, t \rangle \rangle \rangle \)).

1.1.3. A set of variables of various types. Where they are of type \( e \) (individual variables), we will represent them by possibly-subscripted lower case letters from the end of the alphabet (e.g. \( x, y, z, x_1, y_2 \)); where they are of types \( \langle e, t \rangle \), \( \langle e, \langle e, t \rangle \rangle \), \( \langle e, \langle e, \langle e, t \rangle \rangle \rangle \), etc., we will represent them by possibly-subscripted upper case letters from the middle of the alphabet (e.g. \( P, Q, P_1, Q_2 \)); where they are of type \( \langle e, t, t \rangle \), we will represent them by possibly-subscripted calligraphic letters from the middle of the alphabet (e.g. \( \mathcal{P}, \mathcal{Q}, \mathcal{P}_1, \mathcal{Q}_2 \)).

### Semantics

#### Basic expressions

2.1.1. If \( \alpha \) is an individual constant, then \( [\alpha]^{M,g} = \mathcal{I}(\alpha) \). (That is, the semantic value of an individual constant is simply that which is assigned to it by the interpretation function.)

2.1.2. If \( \alpha \) is a predicate constant, then \( [\alpha]^{M,g} = \mathcal{I}(\alpha) \). (That is, the semantic value of a predicate constant is simply that which is assigned to it by the interpretation function.)

2.1.3. If \( \alpha \) is a variable, then \( [\alpha]^{M,g} = g(\alpha) \). (That is, the semantic value of a variable is simply that which is assigned to it by the value assignment function.)

<table>
<thead>
<tr>
<th>Syntax</th>
<th>Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Basic expressions</strong></td>
<td></td>
</tr>
<tr>
<td>1.1.1. A set of individual constants (type ( e )), here represented by expressions such as ( d, m ).</td>
<td>2.1.1. If ( \alpha ) is an individual constant, then ( [\alpha]^{M,g} = \mathcal{I}(\alpha) ). (That is, the semantic value of an individual constant is simply that which is assigned to it by the interpretation function.)</td>
</tr>
<tr>
<td>1.1.2. A set of ( n )-place predicate constants (where ( 1 \leq n )), here represented by expressions such as ( \text{died}1 ) (1-place, type ( \langle e, t \rangle )), ( \text{killed}1 ) (2-place, type ( \langle e, \langle e, t \rangle \rangle )) and ( \text{send}1 ) (3-place, type ( \langle e, \langle e, \langle e, t \rangle \rangle \rangle )).</td>
<td>2.1.2. If ( \alpha ) is a predicate constant, then ( [\alpha]^{M,g} = \mathcal{I}(\alpha) ). (That is, the semantic value of a predicate constant is simply that which is assigned to it by the interpretation function.)</td>
</tr>
<tr>
<td>1.1.3. A set of variables of various types. Where they are of type ( e ) (individual variables), we will represent them by possibly-subscripted lower case letters from the end of the alphabet (e.g. ( x, y, z, x_1, y_2 )); where they are of types ( \langle e, t \rangle ), ( \langle e, \langle e, t \rangle \rangle ), ( \langle e, \langle e, \langle e, t \rangle \rangle \rangle ), etc., we will represent them by possibly-subscripted upper case letters from the middle of the alphabet (e.g. ( P, Q, P_1, Q_2 )); where they are of type ( \langle e, t, t \rangle ), we will represent them by possibly-subscripted calligraphic letters from the middle of the alphabet (e.g. ( \mathcal{P}, \mathcal{Q}, \mathcal{P}_1, \mathcal{Q}_2 )).</td>
<td>2.1.3. If ( \alpha ) is a variable, then ( [\alpha]^{M,g} = g(\alpha) ). (That is, the semantic value of a variable is simply that which is assigned to it by the value assignment function.)</td>
</tr>
</tbody>
</table>

Table 2.1: The syntax and semantics of an extended logic
2.2.1. If \( v \) is a variable of type \( a \), and \( \phi \) is an expression of type \( b \), then \( \lambda v[\phi] \) is an expression of type \( \langle a, b \rangle \).

2.2.2. If \( \alpha \) is an expression of type \( a \) and \( \beta \) is an expression of type \( \langle a, b \rangle \), then \( \beta(\alpha) \) is an expression of type \( b \). Specifically,

(i) If \( v \) is a variable of type \( a \), \( \alpha \) is an expression of type \( a \), and \( \phi \) is an expression of type \( b \), then \( \lambda v[\phi](\alpha) \) is an expression of type \( b \);

(ii) If \( P \) is an \( n \)-place predicate constant or predicate variable and each of \( a_1, \ldots, a_n \) is an individual constant or individual variable (where \( 1 \leq n \)), then \( P(a_1, \ldots, a_n) \) is a formula.

(i) If \( v \) is a variable of type \( a \), \( \alpha \) is an expression of type \( a \), \( [\alpha]^{M,g} = u \), and \( \phi \) is an expression of type \( b \), then \( [\lambda v[\phi](\alpha)]^{M,g} = [\phi]^{M,g[a/v]} \);

(ii) If \( P \) is an \( n \)-place predicate constant or predicate variable and each of \( a_1, \ldots, a_n \) is an individual constant or individual variable, then \( [P(a_1, \ldots, a_n)]^{M,g} = 1 \) iff \( \langle [a_1]^{M,g}, \ldots, [a_n]^{M,g} \rangle \in [P]^{M,g} \).

Table 2.1: The syntax and semantics of an extended logic, cont’d
### Syntax

<table>
<thead>
<tr>
<th>Formation rules, cont’d</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2.3. If ( v ) is an individual variable, and ( \phi ) is a formula, then</td>
</tr>
<tr>
<td>(i) ( \forall v(\phi) ) is a formula;</td>
</tr>
<tr>
<td>(ii) ( \exists v(\phi) ) is a formula.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.2.3. If ( v ) is an individual variable, and ( \phi ) is a formula, then</td>
</tr>
<tr>
<td>(i) ([\forall v(\phi)]^{M,g} = 1) iff for all ( u \in U ), ([\phi]^{M,g_{u/v}} = 1);</td>
</tr>
<tr>
<td>(ii) ([\exists v(\phi)]^{M,g} = 1) iff there is at least one ( u \in U ) such that ([\phi]^{M,g_{u/v}} = 1).</td>
</tr>
</tbody>
</table>

| 1.2.4. If \( \phi \) and \( \psi \) are formulae, then |
| (i) \( \neg(\phi) \) is a formula; |
| (ii) \( (\phi \land \psi) \) is a formula; |
| (iii) \( (\phi \lor \psi) \) is a formula; |
| (iv) \( (\phi \supset \psi) \) is a formula; |
| (v) \( (\phi \iff \psi) \) is a formula. |

| 2.2.4. If \( \phi \) and \( \psi \) are formulae, then |
| (i) \([\neg(\phi)]^{M,g} = 1\) iff \([\phi]^{M,g} = 0\); |
| (ii) \([\phi \land \psi]^{M,g} = 1\) iff \([\phi]^{M,g} = 1\) and \([\psi]^{M,g} = 1\); |
| (iii) \([\phi \lor \psi]^{M,g} = 1\) iff \([\phi]^{M,g} = 1\) or \([\psi]^{M,g} = 1\) or both = 1; |
| (iv) \([\phi \supset \psi]^{M,g} = 1\) iff \([\phi]^{M,g} = 0\) or \([\psi]^{M,g} = 1\); |
| (v) \([\phi \iff \psi]^{M,g} = 1\) iff \([\phi]^{M,g} = [\psi]^{M,g}. |

| 1.2.5. Nothing else is a formula. |

Table 2.1: The syntax and semantics of an extended logic, cont’d
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φ; (φ ∧ ψ) is a conjunction, φ and ψ being the conjuncts; (φ ∨ ψ) is a disjunction, φ and ψ being the disjuncts; (φ ⊃ ψ) is an implication, φ being the antecedent and ψ being the consequent; and, (φ ↔ ψ) is a bi-implication.3

The definitions of basic expressions and the formation rules license expressions of the following kinds as formulae. (We take liberties over parentheses where we can do so without ambiguity, e.g. we write ¬died1(d) rather than ¬(died1(d)).)4

<table>
<thead>
<tr>
<th>Expression</th>
<th>Truth Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>died1(d)</td>
<td>¬died1(d)</td>
</tr>
<tr>
<td>died1(m)</td>
<td>∀x died1(x)</td>
</tr>
<tr>
<td>killed1(d, m)</td>
<td>λx<a href="d">died1(x)</a></td>
</tr>
<tr>
<td>killed1(m, m)</td>
<td>∀y killed(y, m)</td>
</tr>
<tr>
<td>killed1(d, m) ⊃ died1(m)</td>
<td>∀y∀x(killed1(x, y) ⊃ died1(y))</td>
</tr>
<tr>
<td>killed1(m, m) ⊃ died1(m)</td>
<td>∀y(∃x(killed1(x, y)) ⊃ died1(y))</td>
</tr>
</tbody>
</table>

Because our revised logic contains variables, it was necessary to add to the semantics some apparatus for assigning semantic values to variables. We avoided doing this in the previous chapter, finessing their treatment and that of the semantics of lambda expressions for the sake of clarity. Now that we have variables appearing in both lambda expressions and in quantified expressions, the informal semantics is no longer tenable. Their proper treatment is accomplished by an assignment of values to variables (or value assignment), usually written as a function g. This simply assigns to a variable a semantic value of the appropriate type from the universe of discourse of the model: if the variable is an individual variable, then g assigns to it an individual in U; if the variable is of type (e, t), then g assigns to it a function from individuals from U to truth-values, and so on. Semantic values are now computed with respect both to M and to g, so that the semantic value of an expression α will be written [[α]]M,g, read ‘the semantic value of α with respect to the model M and the value assignment g’. As can be seen in table 2.1, this makes no substantive difference to the way we compute the semantic values of most expressions. It affects only expressions that may contain variables. In the semantic rules for quantified expressions and the revised semantic rules for lambda expressions, we are now asked to obtain the semantic value of an expression φ with respect to the model M and an assignment function g^u/v. This is an assignment function just like g except that it assigns the object u from U to the variable v. This is the most common way that the value assignment is used: if you need to get a simpler grip on the semantic rules in the table, you can just think of [[φ]]M,g^u/v as the semantic value of the expression φ taking any occurrences of variable v in φ to denote u.

To illustrate the definitions in the table, we use the same basic expressions as we did in the previous chapter, and we define a universe and an interpretation function as here:

U = {i_1, i_2}

3 Some readers may be more used to seeing the symbols → or ⇒ where we have used the symbol ⊃, i.e. (φ → ψ) or (φ ⇒ ψ) in place of (φ ⊃ ψ). None of these symbols is ideal: → is also used in grammar rules; ⇒ is also used in showing derivations; ⊃ is also used in set theory. Since there is less set theory than grammar in this book, we have chosen to use ⊃ in our logic, in the hope that this reduces the risk of notation confusion. Similarly, some readers may be more used to the symbol ≡ where we have used ↔. We have already been using the symbol ≡ as part of our meta-language, when we show equivalence of two formulae, and we continue to reserve it for that use.

4 To allow omission of parentheses without ambiguity, we should properly give a definition of the precedence and associativity of the operators. For the simple formulae used in this book, a pragmatic use of parentheses allows us to ignore this.
\[\mathcal{I}(d) = i_1, \quad \mathcal{I}(m) = i_2, \]
\[\mathcal{I}(\text{died}1) = \{i_1\}, \quad \mathcal{I}(\text{killed}1) = \{(i_2, i_1)\}\]

We also need a value assignment, \(g\). For our purposes, this can be pretty much an arbitrary assignment of objects to variables. We will use just the individual variables \(x\) and \(y\), to which \(g\) will assign individuals from the universe; to emphasise the arbitrariness we will define \(g\) as mapping both (individual) variables to the same object:

\[g(x) = i_2, \quad g(y) = i_2\]

\(\forall x \text{ died}1(x)\) is a well-formed formula of the logic according to the syntax rules given in the table. The corresponding semantic rule (2.2.3 (i)) requires a consideration of all objects in \(\mathcal{U}\) (\(i_1\) and \(i_2\)):

- For \(i_1\), we must evaluate \([\text{died}1(x)]_{M,g}^{i_1/x}\), using the value assignment, \(g^{i_1/x}\), that maps \(x\) to \(i_1\). This is true (= 1) if and only if \([x]_{M,g}^{i_1/x} \in [\text{died}1]_{M,g}^{i_1/x}\). 
  \([x]_{M,g}^{i_1/x} = g^{i_1/x} = i_1\); \([\text{died}1]_{M,g}^{i_1/x} = \mathcal{I}(\text{died}1) = \{i_1\}\); and, since \(i_1 \in \{i_1\}\), 
  \([\text{died}1(x)]_{M,g}^{i_1/x}\) is true (= 1).

- For \(i_2\), we must evaluate \([\text{died}1(x)]_{M,g}^{i_2/x}\), \([x]_{M,g}^{i_2/x} = g^{i_2/x} = i_2\); \([\text{died}1]_{M,g}^{i_2/x} = \mathcal{I}(\text{died}1) = \{i_1\}\); but, since \(i_2 \notin \{i_1\}\), \([\text{died}1(x)]_{M,g}^{i_2/x}\) is false (= 0).

Since the body of the quantified expression was not true for all assignments of objects in \(\mathcal{U}\) to the variable \(x\), \([\forall x \text{ died}1(x)]_{M,g}\) is false (= 0).

We leave the reader to try other examples.

**Exercise 1** With respect to the same model and value assignment, compute the following semantic values:

1. \([\text{died}1(m) \lor \text{died}1(d)]_{M,g}\)
2. \([\forall y \forall x(\text{killed}1(x,y) \supset \text{died}1(y))]_{M,g}\)
3. \([\forall y(\exists x(\text{killed}1(x,y)) \supset \text{died}1(y))]_{M,g}\)
4. \([\lambda x(\text{died}1(x))(d)]_{M,g}\)

With the two quantifiers that we have introduced we can manage translations of only certain English determiners, most naturally “every” and “some”. “no” is straightforward too, and some others can also be defined. But we concentrate on “every”, “some” and “no” in the rest of this chapter, with only a small amount of material that considers other determiners.
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Figure 2.1: $[\text{soldier}]^{M,g} \subseteq [\text{died}]^{M,g}$

2.2 Quantified noun phrase translations

In the previous chapter we took the denotations of NPs to be individuals, which worked well for the simple names we were considering there. But, it is highly implausible to think that quantified NPs denote individuals. It seems more plausible for them to denote sets. Suppose quantified NPs denoted sets of individuals. In this case, the NP “every soldier” would presumably denote the set of soldiers. But this raises problems. For example, we would then need a denotation for, e.g., “no soldier”, and this is unlikely also to denote the set of soldiers. If, instead, it were to denote the empty set, then so, presumably, would the NP “no witch”; the result would be that $[\text{no soldier died}]^{M,g} = [\text{no witch died}]^{M,g}$: they would have identical semantics, which is not correct. This and other problems require that we abandon the idea that quantified NPs denote sets of individuals. We are going to claim that the denotation of a quantified NP is not a set of individuals, but a set of sets of individuals. We argue the case for this analysis in what follows.

Rather than beginning with the semantic values of the quantified NPs themselves, we will begin by informally characterising the denotations of simple sentences that contain such NPs; specifically, we will consider sentences (1), (2) and (3) from above (page 27):

- “Every soldier died” is true if and only if the set of soldiers is a subset of the set of those who died, i.e. $[\text{soldier}]^{M,g} \subseteq [\text{died}]^{M,g}$ (as shown in figure 2.1).

- “No witch died” is true if and only if the intersection of the set of witches with the set of those who died is empty, i.e. $[\text{witch}]^{M,g} \cap [\text{died}]^{M,g} = \emptyset$ (as shown in figure 2.2).

- “Some king died” is true if and only if the intersection of the set of kings with
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the set of those who died is not empty, i.e. \(["king"]^{M,g} \cap ["died"]^{M,g} \neq \emptyset\) (as shown in figure 2.3, taking the overlap to be non-empty).

If these are the informal truth-conditions, we can now pair the sentences with formulae of logic that receive exactly the same truth-conditions as those depicted above (assuming that the predicate constants soldier1, witch1, king1 and died1 denote the same sets as the English words “soldier”, “witch”, “king” and “died” respectively):

<table>
<thead>
<tr>
<th>English</th>
<th>Logic</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Every soldier died”</td>
<td>(\forall x (\text{soldier}1(x) \supset \text{died}1(x)))</td>
</tr>
<tr>
<td>“No witch died”</td>
<td>(\neg \exists x (\text{witch}1(x) \land \text{died}1(x)))</td>
</tr>
<tr>
<td>“Some king died”</td>
<td>(\exists x (\text{king}1(x) \land \text{died}1(x)))</td>
</tr>
</tbody>
</table>

Note the different quantifiers used in the translations (\(\forall, \exists\)), but also note that, to get the right truth-conditions, the connectives used (\(\supset\) and \(\land\)) vary from translation to translation. We leave it to the reader to verify that the formal semantics given in table 2.1 will indeed have the effect of making these logic formulae true when the corresponding English sentences are true.

We must set up a systematic correspondence between the sentences and the logic formulae, and we must do this in a way that meets our constraint of compositionality. Every constituent of the sentences must have a well-formed expression of logic associated with it, and these logic expressions must combine, using function application, in a way determined by the phrase-structure of the sentences. In particular, this requires that we say what the logical translation of the NP is and how this combines with the translation of the VP.

---

There are (infinitely) many formulae with equivalent truth-conditions that could be used in place of the formulae given here. In particular, we note that “no witch died” could just as well have been translated as \(\forall x (\text{witch}1(x) \supset \neg \text{died}1(x))\).
But the formulae given above present an apparent problem for compositionality, since there are no well-formed expressions in the logical translations that correspond to the English NPs “every soldier”, “no witch”, and “some king”. For example, the contribution of “every soldier” to the formula \( \forall x (\text{soldier}1(x) \supset \text{died}1(x)) \) cannot be either of the following:

\[
\forall x (\text{soldier}1(x)) \\
\forall x (\text{soldier}1(x) \supset)
\]

as these are not well-formed subexpressions within the formula. This problem has a solution, first presented by the American philosopher and logician Richard Montague.

To proceed, we will make an assumption about the translations of VPs: we will assume (for now) that these are unchanged from what they were in chapter 1. (In some extensions of this work, this assumption is, in fact, abandoned—see, in particular, subsection 2.4.4.) In chapter 1, the type of VPs was \( \langle e, t \rangle \), a (characteristic function of a) set of individuals, and a translation of the VPs in the sentences above might be \( \lambda x [\text{died}1(x)] \).

In chapter 1, the logic translation rule that corresponded to the syntax rule \( S \rightarrow \text{NP} \ \text{VP} \) was \( S' = \text{VP}'(\text{NP}') \), i.e. the translation of the VP is applied to that of the NP. But we cannot retain this translation rule. The type of VP is a function from individuals, but we have decided that quantified NPs do not denote individuals; they denote sets of some kind; the NP translations can therefore not be the argument of the VP translations.

There are several ways of repairing this. We could, for example, abandon the assumption that VP translations stay the same as they were in the previous chapter. But for now we will take the option of revising the semantic translation rule: if the VP translation cannot be the functor, then the functor must be the NP translation:

<table>
<thead>
<tr>
<th>English syntax</th>
<th>Logic translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S \rightarrow \text{NP} \ \text{VP} )</td>
<td>( S' = \text{NP}'(\text{VP}') )</td>
</tr>
</tbody>
</table>
2.2. QUANTIFIED NOUN PHRASE TRANSLATIONS

We can now find out the logical translation of quantified NPs. We will take “Every soldier died” as our example. Its translation is \( \forall x(\text{soldier}1(x) \supset \text{died}1(x)) \). We can split this into a functor and its argument by lambda abstraction over the argument. Since we have just decided that the NP translation is the functor, we must abstract over the contribution made to the semantic translation by the VP. The contribution that the VP “died” makes to the translation is presumably the predicate \( \text{died}1 \). If we lambda abstract over this predicate, we get the following:

\[
\lambda P[\forall x(\text{soldier}1(x) \supset P(x))](\text{died}1)
\]

This might look a bit strange at first. Up to now, when we have formed a lambda abstract, we have abstracted over an individual constant symbol, e.g.:

\[
died1(d) \equiv \lambda x[died1(x)](d)
\]

But there is surely nothing to stop us from lambda abstracting over predicate symbols:

\[
died1(d) \equiv \lambda P[P(d)](\text{died}1)
\]

or, as in the example:

\[
\forall x(\text{soldier}1(x) \supset \text{died}1(x)) \equiv \lambda P[\forall x(\text{soldier}1(x) \supset P(x))](\text{died}1)
\]

These expressions have the same truth-conditions.

A further worry that you might have is that we have said in the above that the contribution made by the verb phrase is the predicate \( \text{died}1 \), whereas we have previously taken VP translations to be lambda expressions, e.g. \( \lambda x[\text{died}1(x)] \). \( \text{died}1 \) and \( \lambda x[\text{died}1(x)] \) have the same semantic type (both \( \langle e, t \rangle \)) and so, in fact, we can lambda abstract over \( \lambda x[\text{died}1(x)] \) in \( \forall x(\text{soldier}1(x) \supset \text{died}1(x)) \) as follows:

\[
\forall x(\text{soldier}1(x) \supset \text{died}1(x)) \equiv \lambda P[\forall x(\text{soldier}1(x) \supset P(x))](\lambda y[\text{died}1(y)])
\]

(We have used the variable \( y \) in the argument expression to make expressions with multiple variables more readable.) This is still equivalent to the original formula, as demonstrated by the following two lambda conversions:

\[
\lambda P[\forall x(\text{soldier}1(x) \supset P(x))](\lambda y[\text{died}1(y)]) \equiv \forall x(\text{soldier}1(x) \supset \lambda y[\text{died}1(y)](x))
\]

In the first lambda conversion, we replace \( P \) in the body of the leftmost lambda expression by \( \lambda y[\text{died}1(y)] \); in the second conversion, we replace \( y \) in the body of the remaining lambda expression by \( x \); and this gives us the original formula. We will, in fact, use the second of the lambda abstractions \( \lambda P[\forall x(\text{soldier}1(x) \supset P(x))](\lambda y[\text{died}1(y)]) \) henceforth.

You will note that our lambda abstract has a variable in place of a predicate symbol. (Following our convention, we used a variable name \( P \), i.e. an upper case letter from the middle of the alphabet, rather than a variable name such as \( x \) which we have used for individual variables.) It follows that we are now using **Higher-Order Logic**. Much of this chapter is going to be taken up with higher-order expressions
like these. In general, there are computational difficulties in computing with higher-order logics. However, although the translations of certain constituents such as NPs will be higher-order, we are going to arrange things so that the translation of Ss will always be first-order. In other words, by the time we have combined the possibly higher-order translations of the constituents of an S in appropriate ways and lambda converted as much as possible, we will always arrive at a first-order translation for the S. Since S is the category whose semantics concern us most, we will not need to be too worried about the higher-order translations of other constituents: we will not be doing any significant computation with them; we will only be functionally applying them to other expressions and lambda converting the result.

Now, if \( \lambda P[\forall x(soldier1(x) \supset P(x))] \) is the result of lambda abstracting over the VP contribution, then, by dropping the argument \( \lambda y[died1(y)] \), we are left with the logical translation of the NP “every soldier”:

\[
\lambda P[\forall x(soldier1(x) \supset P(x))]
\]

By carrying out this reasoning on all the NPs that we have been looking at, we get the following equivalences:

<table>
<thead>
<tr>
<th>English</th>
<th>Logic</th>
</tr>
</thead>
<tbody>
<tr>
<td>“every soldier”</td>
<td>( \lambda P[\forall x(soldier1(x) \supset P(x))] )</td>
</tr>
<tr>
<td>“no witch”</td>
<td>( \lambda P[\neg \exists x(witch1(x) \land P(x))] )</td>
</tr>
<tr>
<td>“some king”</td>
<td>( \lambda P[\exists x(king1(x) \land P(x))] )</td>
</tr>
</tbody>
</table>

Having arrived at these logical translations for the NPs, we can now be more precise about quantified NP denotations by saying what the logical translations denote. We will start by considering their semantic type.

It is easy to show that quantified NPs denote sets of sets of individuals. We can show this two (equivalent) ways. Firstly, we revised the semantic translation rule for the syntax rule \( S \rightarrow \text{NP VP} \rightarrow S' = \text{NP'}(\text{VP'}) \). The NP translation is a function from VP translations (type \( \langle e, t \rangle \)) to S translations (type \( t \)), hence it is of type \( \langle \langle e, t \rangle, t \rangle \). Secondly, we can reach the same result with reference to the logic. We started with \( \forall x(soldier1(x) \supset died1(x)) \), which was of type \( t \). We abstracted over \( \lambda y[died1(y)] \), which is of type \( \langle e, t \rangle \). After dropping the argument \( \lambda y[died1(y)] \), we got \( \lambda P[\forall x(soldier1(x) \supset P(x))] \), which denotes a function from the thing we abstracted over, type \( \langle e, t \rangle \), to what we had to begin with, type \( t \), in other words it has type \( \langle \langle e, t \rangle, t \rangle \). The type \( \langle \langle e, t \rangle, t \rangle \) is, informally, a set of sets of individuals: it is a function from sets (type \( \langle e, t \rangle \) — the characteristic function of a set of individuals) to truth values (type \( t \)) and hence is a characteristic function of sets (type \( \langle \langle e, t \rangle, t \rangle \)).

Knowing the type is useful, but we would like also to say what particular sets of sets of individuals the noun phrases (and their logical translations) will denote in a model. Let us consider this for the NP “every soldier”.

We know the following:

- “Every soldier died” is true if and only if the set of soldiers is a subset of the set of those who died.
- “Every soldier slept” is true if and only if the set of soldiers is a subset of the set of those who slept.
“Every soldier dreamt” is true if and only if the set of soldiers is a subset of the set of those who dreamt.

In general, “Every soldier Ps” is true if and only if the set of soldiers is a subset of the set of those who P. The pattern is that the semantic contribution of “every soldier” depends only on the sets of which the set of soldiers is a subset. Then, supplied with a particular set, P (the denotation of some VP), we can determine whether the set of soldiers is a subset of P; if it is, then the sentence “Every soldier Ps” is true. In figure 2.4, the set of soldiers is the shaded area. The denotation of “every soldier” is the set \{P_1, P_2, P_3, P_4\}, the sets of which the set of soldiers is a subset.\(^6\)

Similarly, “No witch Ps” is true if and only if the set of witches has a null intersection with the set of those who P. In other words, “no witch” also denotes a set of sets: the set of sets whose intersection with the set of witches is empty.\(^7\) This is shown in figure 2.5; the shaded set is the set of witches; the denotation of “no witch” is the set \{P_1, P_2, P_3, P_4, P_5, P_6\}.

Similarly too, “Some king Ps” is true if and only if the set of kings has a non-null intersection with the set of those who P. In other words, “some king” denotes a set of sets: the set of sets whose intersection with the set of kings is not empty.\(^8\) Figure 2.6 shows this; the shaded set is the set of kings; the denotation of “some king” is the set \{P_1, P_2, P_3, P_4, P_5\}.

We have successfully provided an intuitively appealing account of the denotations of quantified NPs (and their logical translations), the denotations being of the semantic type that we deduced earlier.

\(^6\)The set of sets of which some other set is a subset is said to be the universal sublimation of that set.
\(^7\)The set of sets which have a null intersection with some other set is said to be the negative sublimation of that set.
\(^8\)The set of sets which have a non-null intersection with some other set is said to be the existential sublimation of that set.
Figure 2.5: \( [\text{“no witch”}]^M,g \)

Figure 2.6: \( [\text{“some king”}]^M,g \)
There remains a very important question: what is the appropriate translation for those NPs for which an individual constant seemed initially to be an appropriate translation (i.e. names like “Duncan”)? It would be unfortunate if NPs were to have one type when they are simple names and another type when they are made up of a determiner and a noun. Ideally, NPs will always have the same type. (If they have different types, we may need multiple semantic rules to correspond to the syntax rule $S \to \text{NP} \text{ VP}$, which would also be unfortunate.) The ingenious thing about Montague’s approach is that it extends to these NPs too, without modification. If we take the translation of a sentence, such as “Duncan died”, and abstract over the VP contribution, we get the following result:

$$died1(d) \equiv \lambda P[P(d)](\lambda y[died1(y)])$$

Removing $\lambda y[died1(y)]$, as before, leaves $\lambda P[P(d)]$ as the translation of the NP “Duncan”. This has the same type as “every soldier” and other quantified NPs, namely a set of sets. In this case though, the denotation is the set of sets of which Duncan is a member. This makes intuitive sense too (surprisingly) as we illustrate with the following informal argument. If you want to identify an individual to someone, how do you do it? You give enough properties of the individual (i.e. enough sets of which the individual is a member) until you have distinguished that individual from all others. This illustrates that even NPs that are names denote sets of sets of individuals. (The argument is informal and possibly misleading for the following reason: to identify an individual some contextually-determined, probably minimal, number of properties is needed; but the denotation of a name is the set of all sets of which the individual is a
member.) Figure 2.7 shows this; the stick figure in the centre region should be taken to represent the individual, Duncan; the denotation of the NP “Duncan” is then the set of sets of which Duncan is a member, i.e. \{P_1, P_2, P_3, P_4\}.

2.3 Determiner and noun translations

2.3.1 Simple determiners

The quantified NPs we have been looking at obviously have some constituent structure to them. Specifically, grammar 2.1 shows them as comprising a determiner and a nominal constituent: NP → Det N. In this section, we consider the semantic type, denotation and translation of determiners and nouns.

The logical translation of the NP “every soldier”, we have shown, is \(\lambda P[\forall x(\text{soldier}1(x) \supset P(x))]\). We need to split this into the contribution made by the determiner and that made by the noun, combined through function application. The noun “soldier” presumably denotes the set of soldiers; this being a set of individuals, it will be of type \(\langle\langle e, t\rangle, t\rangle\) and its translation will therefore be, e.g., \(\lambda y[\text{soldier}1(y)]\). We can lambda abstract over this in \(\lambda P[\forall x(\text{soldier}1(x) \supset P(x))]\), thus abstracting away the contribution made by the N, to give:

\[
\lambda Q[\lambda P[\forall x(Q(x) \supset P(x))][(\lambda y[\text{soldier}1(y)])
\]

which has the same truth-conditions as \(\lambda P[\forall x(\text{soldier}1(x) \supset P(x))]\). (You can verify this by carrying out two lambda conversions on the above to get back to the original.)

In this lambda abstract, since the argument \(\lambda y[\text{soldier}1(y)]\) is the translation of “soldier”, the functor must be the translation of the determiner “every”. By this approach, we get the translations of all the determiners:

<table>
<thead>
<tr>
<th>English</th>
<th>Logic</th>
</tr>
</thead>
<tbody>
<tr>
<td>“every”</td>
<td>(\lambda Q[\lambda P[\forall x(Q(x) \supset P(x))]])</td>
</tr>
<tr>
<td>“no”</td>
<td>(\lambda Q[\lambda P[\exists x(Q(x) \land P(x))]])</td>
</tr>
<tr>
<td>“some”</td>
<td>(\lambda Q[\lambda P[\forall x(Q(x) \land P(x))]])</td>
</tr>
</tbody>
</table>

Determiners, therefore, denote functions from sets (the semantic values of Ns) to sets of sets (the semantic values of NPs), i.e. functions from sets of individuals to sets of sets of individuals, \(\langle\langle e, t\rangle, \langle\langle e, t\rangle, t\rangle\rangle\). Recall that \(\langle a, \langle a, t\rangle\rangle\) is the semantic type for relations between two things of type \(a\). Taking \(a\) to be \(\langle e, t\rangle\), we see that determiners are relations between two sets of individuals. This seems sensible, as we can demonstrate schematically: if \(Q\) and \(P\) are these sets, then “every \(Q\) Ps” is true if and only if \(Q\) is a subset of \(P\); “no \(Q\) Ps” is true if and only if \(Q\) and \(P\) have a null intersection; and “some \(Q\) Ps” is true if and only if \(Q\) and \(P\) have a non-null intersection.

A sample lexicon (for just one of the determiners and one of the nouns, with the others being defined analogously) now looks like this:

\[\text{The set of sets of which some individual is a member is said to be the \textbf{individual sublimation} of that individual.}\]
2.3. DETERMINER AND NOUN TRANSLATIONS

\[ \text{NP} : \lambda Q[\lambda P[\forall x(Q(x) \supset P(x))][\lambda y[soldier1(y)]]] \]
\[ \equiv \lambda P[\forall x(\lambda y[soldier1(y)])(x) \supset P(x))] \equiv \lambda P[\forall x(soldier1(x) \supset P(x))] \]

\[ \text{Det} : \lambda Q[\lambda P[\forall x(Q(x) \supset P(x))]][\lambda y[soldier1(y)]] \]
\[ \text{every} : \lambda Q[\lambda P[\forall x(Q(x) \supset P(x))]][\lambda y[soldier1(y)]] \]
\[ \text{soldier} : \lambda y[soldier1(y)] \]

Figure 2.8: Annotated tree for the NP “every soldier”

- English syntax  Logic translation
  \[ \text{every} : \text{Det}; \quad \text{Det}' = \text{every}' = \lambda Q[\lambda P[\forall x(Q(x) \supset P(x))]][\lambda y[soldier1(y)]] \]

- English syntax  Logic translation
  \[ \text{soldier} : \text{N}; \quad \text{N}' = \text{soldier}' = \lambda y[soldier1(y)] \]

The grammar rule’s corresponding translation rule is:

- English syntax  Logic translation
  \[ \text{NP} \to \text{Det N}; \quad \text{NP}' = \text{Det}'(\text{N}') \]

An annotated tree for the NP “every soldier” is given as figure 2.8.

**Exercise 2** In the formulation used above we have simplified by using the rule $\text{NP} \to \text{Det N}$. This simplification is easily remedied:

- English syntax  Logic translation
  \[ \text{NP} \to \text{Det Nbar}; \quad \text{NP}' = \text{Det}'(\text{Nbar}') \]

- English syntax  Logic translation
  \[ \text{Nbar} \to \text{N}; \quad \text{Nbar}' = \text{N}' \]

An $\text{Nbar}$ will then have $\langle e, t \rangle$ as its semantic type.

Now extend this revised grammar by adding the logic translations for the following lexical entry and grammar rule:

\[ \text{brave} : \text{Adj} \]
\[ \text{Nbar} \to \text{Adj Nbar} \]

When working out your answer, do not change any of the types or translation rules of anything else.

What simplifications are inherent in this treatment of adjectives?
CHAPTER 2. THE SEMANTICS OF QUANTIFIED NOUN PHRASES

2.3.2 Generalised quantifier theory

The logic we have presented in table 2.1 provides suitable target translations for only a handful of English determiners: in addition to “every”, “some” and “no”, we can translate, e.g., “two”.

<table>
<thead>
<tr>
<th>English</th>
<th>Logic</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Two kings died”</td>
<td>$\exists x_1 \exists x_2 (\text{king}1(x_1) \land \text{king}1(x_2) \land x_1 \neq x_2 \land \text{died}1(x_1) \land \text{died}1(x_2))$</td>
</tr>
</tbody>
</table>

The logic is paraphrasable as: there exists an $x_1$ who is a king and an $x_2$ who is a king, where $x_1$ is not the same as $x_2$; $x_1$ died and $x_2$ died. (In fact, strictly, the logic translates the English determiner phrase “at least two”.) There are two problems: (i) this translation, and even the translations of “every”, “some” and “no” given in the previous subsection, introduce connectives (the uses of $\lor$ and $\land$) and other logical expressions (e.g. the use of $x_1 \neq x_2$ in the above) that have no syntactic correlate in the original English sentences they purport to translate; and (ii) the treatment does not extend to determiners and determiner phrases such as “most”, “few”, “(exactly) two”, “at least half”, etc. These problems can be remedied through use of an alternative target logic for the translation. The resulting approach is referred to as **generalised quantifier theory**.

In a logic extended with generalised quantifiers, quantifiers such as $\text{every}1$, $\text{some}1$, $\text{exactly two}1$, $\text{most}1$, $\text{few}1$, etc. are basic expressions of type $\langle\langle e, t\rangle, \langle\langle e, t\rangle, t\rangle\rangle$ in the logic. By the normal formation rule, i.e. that if $\beta$ is an expression of type $\langle a, b \rangle$ and $\alpha$ is an expression of type $a$, then $\beta(\alpha)$ is an expression of type $b$, we can form formulae such as the following:

$$(\text{every}1(\lambda x [\text{soldier}1(x)]))(\lambda y [\text{died}1(y)])$$

or, more simply:

$$(\text{every}1(\text{soldier}1))(\text{died}1)$$

An NP translation would be, e.g.:

$$\text{every}1(\lambda x [\text{soldier}1(x)])$$

or, more simply:

$$\text{every}1(\text{soldier}1)$$

We then want to assign a semantic value to the quantifiers to give the same effect as our original translation. The definitions of $\text{every}1$ and $\text{some}1$ would be:

---

10 The use of plural nouns in the examples given in this subsection introduce problems that are acknowledged only through the inclusion of this footnote and some pointers to the literature in the further reading section.

11 We include words such as “two” in this subsection because their semantic treatment may be accounted for by generalised quantifier theory. However, readers should note that, syntactically, words like “one”, “two” and “three” are not determiners (their syntactic distribution is different from that of determiners such as “every”).
2.3. DETERMINER AND NOUN TRANSLATIONS

\[ [\text{every1}]^{M,g} = \mathcal{I}(\text{every1}) = \text{a function of type} \]
\[ \langle\langle e, t\rangle, \langle e, t\rangle\rangle \text{ which assigns to each set of individuals } Q \subseteq U \text{ the set of sets } \{P \subseteq U \mid Q \subseteq P\} \]

\[ [\text{some1}]^{M,g} = \mathcal{I}(\text{some1}) = \text{a function of type} \]
\[ \langle\langle e, t\rangle, \langle e, t\rangle\rangle \text{ which assigns to each set of individuals } Q \subseteq U \text{ the set of sets } \{P \subseteq U \mid Q \cap P \neq \emptyset\} \]

You can see that these denotations are effectively the same as the ones we described in subsection 2.3.1.

The denotations of \textit{exactlytwo1} and \textit{most1} might be:

\[ [\text{exactlytwo1}]^{M,g} = \mathcal{I}(\text{exactlytwo1}) = \text{a function of type} \]
\[ \langle\langle e, t\rangle, \langle e, t\rangle\rangle \text{ which assigns to each set of individuals } Q \subseteq U \text{ the set of sets } \{P \subseteq U \mid \text{card}(Q \cap P) = 2\} \]

\[ [\text{most1}]^{M,g} = \mathcal{I}(\text{most1}) = \text{a function of type} \]
\[ \langle\langle e, t\rangle, \langle e, t\rangle\rangle \text{ which assigns to each set of individuals } Q \subseteq U \text{ the set of sets } \{P \subseteq U \mid \text{card}(Q \cap P) > \text{card}(Q \cap (U - P))\} \]

where \text{card}(S) represents the cardinality (i.e. the number of elements in) the set S. You can see that for the formula \((\text{exactlytwo1}(\text{soldier1}))(\text{died1})\) to be true, the intersection of the VP denotation, \text{died1}, (which is the set \(P\) above) and the nominal denotation, \text{soldier1}, (which is the set \(Q\) above) must have cardinality of two; for the formula \((\text{most1}(\text{soldier1}))(\text{died1})\) to be true, the cardinality of those soldiers who died \((Q \cap P)\) must be greater than the cardinality of those soldiers who did not die \((Q \cap (U - P))\). (Whether this is the correct denotation need not concern us; it suffices to illustrate the principle.)

We see that the introduction of generalised quantifiers solves the two problems mentioned earlier: (i) we no longer need have expressions in the logical translation that have no syntactic correlates in the original English expression: their contribution has been absorbed into the semantics of the generalised quantifier; and (ii) we now have a treatment of a wide range of English determiners and determiner phrases. In fact, further advantages follow too.

One advantage is that the theory allows the statement of a number of universals about natural language determiners.

To illustrate this, we note that if the cardinality of the universe of discourse \(U\) is \(n\), then there are \(2^{4^n}\) possible binary relations between \(U\)’s subsets, and hence we have \(2^{4^n}\) generalised quantifiers. However, only some of these are the translation of natural
language determiners. One empirical claim, for example, is that all natural language determiners translate as conservative quantifiers, where a quantifier is conservative if and only if for every set $P$ and every set $Q$,

$$(\text{Det}'(Q))(P) \equiv (\text{Det}'(Q))(Q \land P)$$

For example, “every” (and its translation $\text{every}1$) is conservative: “Every $Q$ Ps” is true if and only if “Every $Q$ is a $Q$ who Ps”. Informally, you would agree that “Every soldier swears” is true if and only if every soldier is a soldier who swears; “Every soldier died” is true if and only if every soldier is a soldier who died, and so on.\(^{12}\) Similar arguments show that “some”, “no”, “at least two”, and so on are all translated as conservative quantifiers.

The property of being conservative is only one property that can be stated in generalised quantifier theory. Other properties can be defined and linguistic generalisations stated in terms of them too.

Another advantage of generalised quantifier theory is that it allows the introduction of some elements of context-dependence into theories of meaning. For example, the quantifier $\text{many}1$ might have as its denotation:

$$[\text{many}1]^{\mathcal{M}} = \mathcal{I}(\text{many}1) = \text{a function of type }\langle\langle e, t\rangle, \langle\langle e, t\rangle, t\rangle\rangle\text{ which assigns to each set of individuals }Q \subseteq \mathcal{U} \text{ the set of sets}\{P \subseteq \mathcal{U} \mid \text{card}(Q \cap P) > \theta \times \text{card}(Q)\}$$

where $\theta$ is some contextually-dependent constant ($0 \leq \theta \leq 1$). In other words for $(\text{many}1(Q))(P)$ to be true, the number of $Q$s who $P$ must be greater than some contextually determined proportion of the number of $Q$s that there are.\(^{13}\)

Generalised quantifier theory is of increasing importance. However, having introduced it here, for the rest of this book we continue to restrict ourselves to the determiners “every”, “some” and “no” and the original logic translations we gave for these in subsection 2.3.1.

### 2.4 Object noun phrase translations

So far, discussion and exemplification have been confined to subject NPs. We now turn to direct object NPs, which require us first to discuss type-raising.\(^{14}\)
In our revised logic translation rule for the syntax rule $S \rightarrow \text{NP} \ \text{VP}$, i.e. $S' = \text{NP}'(\text{VP}')$, the NP translation, which in chapter 1 had been the argument, has become the functor:

- English syntax
- Logic translation

$S \rightarrow \text{NP} \ \text{VP}; \quad S' = \text{NP}'(\text{VP}')$

An annotated tree for the $S$ “Some king died” is given as figure 2.9. (Again we rename variables as necessary for clarity.) We started out in a situation in which NPs denoted individuals and VPs denoted functions from individuals to truth values. We have ended up with a situation in which NPs denote functions from VP denotations to truth values: the roles of functor and argument have been reversed. The denotation of the VP has remained the same, but the NP now has a functional type.

There is a general point to make about the technique involved in assigning these translations to NPs. This process (of making an argument expression into a functional expression which takes the former functor as argument) is known as type-raising (or type-lifting). The general rule is as follows. If we have an expression of type $a$ and an expression of type $\langle a, b \rangle$, we can raise the type of the expression that was type $a$ to type $\langle \langle a, b \rangle, b \rangle$: an expression which takes the original functor as argument, and returns the same value as the original functor did. We are going to use this idea again later in this section.

The syntax rule whose logical translation rule we want to develop is $\text{VP} \rightarrow \text{Vt} \ \text{NP}$. The semantic type that we gave to $\text{Vt}$ in the last chapter was $\langle e, \langle e, t \rangle \rangle$, NPs were of type $e$ and the translation rule was $\text{VP}' = \text{Vt}'(\text{NP}')$. But now, NPs are of the same kind of treatment. For example, where an NP is predicative, as in the following sentence,

“Duncan is a king”

a different analysis may be needed.
type $\langle\langle e, t \rangle, t \rangle$. Where previously the transitive verb translation was a function from NP translations to VP translations, this is no longer so. The rule $VP' = Vt'(NP')$ does not work (indeed, it is no longer syntactically well-formed) because $Vt'$ is a function from individuals, but NPs no longer denote individuals. And, the rule $VP' = NP'(Vt')$ does not work either (and it too is not syntactically well-formed): an NP denotes a function from sets of individuals ($\langle\langle e, t \rangle\rangle$), but Vts do not denote sets of individuals. Something must be changed to get this to work properly.

There is a range of solutions, each of which we will briefly consider. They vary according to whether the NP translation or the VP translation is the functor. They can also vary in the order of arguments needed in the transitive verb translation. From chapter 1 we have, e.g., “killed” translating as $\lambda y[\lambda x[killed1(x, y)]]$. The outermost abstracted variable ($y$) picked up the object NP translation and placed it into the second argument position, and the inner variable ($x$) was replaced by the subject NP translation and this was put into the first argument position. We may need to reverse this order in order to get things to work out.

2.4.1 Solution 1: ‘Re-arrange’ the translation of the transitive verb

In this solution, we have the NP as the functor and the Vt as the argument. The type of the object NP is $\langle\langle e, t \rangle, t \rangle$, a function whose argument is sets of individuals. For this to be the functor, the argument we supply must be of type $\langle e, t \rangle$. However, the type of the Vt is $\langle e, \langle e, t \rangle \rangle$, a function that returns sets of individuals. We therefore need to ‘remove’ one of the Vt’s arguments to give an expression of type $\langle e, t \rangle$. The way we achieve this is by functionally applying the Vt translation (type $\langle e, \langle e, t \rangle \rangle$) to a fresh variable of type e, not used elsewhere in the Vt or NP translations. If we use $z$ for that variable, then the expression we want is $Vt'(z)$, an expression of type $\langle e, t \rangle$. This expression is of the right type to be the argument to the NP translation (type $\langle\langle e, t \rangle, t \rangle$), i.e. we want $NP'(Vt'(z))$, an expression of type t. By making this expression (which will contain free occurrences of the variable $z$) the body of a lambda abstract whose abstracted variable is $z$, we arrive at an expression, $\lambda z[NP'(Vt'(z))]$, of type $\langle e, t \rangle$, the type of VPs, as desired. This solution is summarised, with some sample lexical entries, as grammar 2.2. (Note that the order of arguments in the translation of the transitive verb is the reverse of what it used to be. You should think about why this should be so.)

We can show how this works by computing the translation of “killed Duncan”:\textsuperscript{15}

\[
VP' = \lambda z[\lambda y[\lambda x[killed1(y, x)]](z)] \\
= \lambda z[\lambda P[P(d)][\lambda y[\lambda x[killed1(y, x)]](z)]] \\
= \lambda z[\lambda P[P(d)][\lambda x[killed1(z, x)]](d)] \\
= \lambda z[killed1(z, d)]
\]

\textsuperscript{15}It might seem strange to use “killed Duncan” as the example: “Duncan” is not a quantified NP, and yet the point of this section is to give ways of handling quantified NPs as transitive verb complements; “killed every witch” might be a more convincing example. What legitimises our choice of example is that quantified NPs and simple names have the same semantic type, $\langle\langle e, t \rangle, t \rangle$, and so, if the solution works on simple names, it will also work on quantified NPs. The advantage of using a simple name is that it makes the examples less cluttered.
2.4. OBJECT NOUN PHRASE TRANSLATIONS

This is what we want. (You can see that it is of the same form as the VP translation in the annotated tree in figure 2.9.) Its type is \( \langle e, t \rangle \), which is now suitable for use in the translation rule for \( S \rightarrow NP \ VP \).

Exercise 3 Use this solution to compute the translation of “killed every witch”. Then use your translation to compute the translation of “Duncan killed every witch”.

The advantages of this approach are that it does not require any further type-raising, and that it gives a uniform role to \( NP \) translations: they act as the functor wherever they appear. The disadvantage is that the semantic rule corresponding to the \( VP \rightarrow Vt \ NP \) rule is now rather complicated: we have to break up the translation of the \( Vt \) in order to prevent the translation of the subject \( NP \) from being incorrectly bound. (The translation rule for the syntax rule \( VP \rightarrow Vd \ NP \ NP \) is even more complicated as more ‘re-arranging’ is needed.) Not only are the rules more complicated, we have also lost the uniform implementation of compositionality that we previously had: certain semantic rules now require an amount of algebraic manipulation in addition to function application of one child to the other.

2.4.2 Solution 2: Type-raise object noun phrases

Alternatively, we can raise the types of object \( NP \)s so that they are functions from \( Vt \) translations (type \( \langle e, \langle e, t \rangle \rangle \)) to \( VP \) translations (type \( \langle e, t \rangle \)), i.e. object \( NP \) types would be \( \langle \langle e, \langle e, t \rangle \rangle, \langle e, t \rangle \rangle \). This solution is summarised, with some sample lexical entries, as grammar 2.3. (Note that the order of arguments of the transitive verb is back to what it used to be in our original translation.)

We can show how this works by computing the translation of “killed Duncan” again (with some variable renaming for clarity):
CHAPTER 2. THE SEMANTICS OF QUANTIFIED NOUN PHRASES

<table>
<thead>
<tr>
<th>Grammar</th>
<th>Logic</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S \rightarrow NP_{subj} \ VP$</td>
<td>$NP_{subj}'(VP')$</td>
</tr>
<tr>
<td>$VP \rightarrow Vi$</td>
<td>$Vi'$</td>
</tr>
<tr>
<td>$VP \rightarrow Vt \ NP_{obj}$</td>
<td>$NP_{obj}'(Vt')$</td>
</tr>
<tr>
<td>$NP_{subj} \rightarrow Det_{subj} \ N$</td>
<td>$Det_{subj}'(N')$</td>
</tr>
<tr>
<td>$NP_{obj} \rightarrow Det_{obj} \ N$</td>
<td>$Det_{obj}'(N')$</td>
</tr>
<tr>
<td>$NP_{subj} \rightarrow PName_{subj}$</td>
<td>$PName_{subj}$</td>
</tr>
<tr>
<td>$NP_{obj} \rightarrow PName_{obj}$</td>
<td>$PName_{obj}'$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lexicon</th>
<th>Logic</th>
</tr>
</thead>
<tbody>
<tr>
<td>every: $Det_{subj}$</td>
<td>$\lambda Q[\lambda P[\forall x (Q(x) \supset P(x))]]$</td>
</tr>
<tr>
<td>every: $Det_{obj}$</td>
<td>$\lambda Q[\lambda P[\lambda y[\forall x (Q(x) \supset P(x)(y))]]]$</td>
</tr>
<tr>
<td>soldier: $N$</td>
<td>$\lambda x[soldier1(x)]$</td>
</tr>
<tr>
<td>Duncan: $PName_{subj}$</td>
<td>$\lambda P[P(d)]$</td>
</tr>
<tr>
<td>Duncan: $PName_{obj}$</td>
<td>$\lambda P[\lambda x[P(d)(x)]]$</td>
</tr>
<tr>
<td>died: $Vi$</td>
<td>$\lambda x[died1(x)]$</td>
</tr>
<tr>
<td>killed: $Vt$</td>
<td>$\lambda y[\lambda x[killed1(x,y)]]$</td>
</tr>
</tbody>
</table>

Grammar 2.3: Type-raising object noun phrases

$$VP' = NP_{obj}'(Vt')$$
$$= \lambda P[\lambda z[P(d)(z)][(\lambda y[\lambda x[killed1(x,y)])]]$$
$$= \lambda z[\lambda y[\lambda x[killed1(x,y)]][d](z)]$$
$$= \lambda z[\lambda x[killed1(x,d)](z)]$$
$$= \lambda z[killed1(z,d)]$$

This is again what we want. Its type is suitable for use in the translation rule for $S \rightarrow NP_{subj} \ VP$.

**Exercise 4** Again compute the translations of “killed every witch” and “Duncan killed every witch”.

This solution has the disadvantage that subject NPs and object NPs have different types (with ramifications for their constituents such as $Dets$ too). This scheme also becomes more complicated when we introduce ditransitive verbs: indirect object NPs will have a third type. However, there are grammatical theories, particularly versions of Categorial Grammar, that take this approach.

Within these theories of grammar, this approach to the semantics of object NPs may have the advantage of allowing a fairly straightforward constituent-coordination analysis of, e.g., “sent a card and gave a present to every witch”. We also note that, in these theories, it may not be necessary to give multiple grammar rules and lexical entries for subject and object NPs as we have done in grammar 2.3. Instead, type-raising might apply dynamically to some base entries during semantic translation.
While this brings computational problems of its own, it does help to overcome the major drawback of the approach as we have presented it here. Furthermore, it has the interesting advantage that it follows from a simple type-shifting rule of wider applicability, originally proposed by Peter Geach (1972) and known as the Geach rule:

If an expression can occur having type $\langle a, b \rangle$, then it can also occur having type $\langle \langle c, a \rangle, \langle c, b \rangle \rangle$, for arbitrary $c$.

Quantified NPs ordinarily have type $\langle \langle e, t \rangle, t \rangle$, but, by Geach’s rule, taking $a$ to be $\langle e, t \rangle$, $b$ to be $t$, and $c$ to be $e$, we can obtain in one step the type $\langle \langle e, \langle e, t \rangle \rangle, \langle e, t \rangle \rangle$. (An example of the rule’s wider use is that it can change sentential negation, type $\langle t, t \rangle$ to intransitive verb negation, type $\langle \langle e, t \rangle, \langle e, t \rangle \rangle$, taking $a$ and $b$ to be $t$ and $c$ to be $e$, and to transitive verb negation, type $\langle \langle e, \langle e, t \rangle \rangle, \langle e, \langle e, t \rangle \rangle \rangle$, taking $a$ and $b$ to be $\langle e, t \rangle$ and $c$ to be $e$, and so on.)

### 2.4.3 Solution 3: Type-raise transitive verbs

Yet another possibility is to raise the type of transitive verbs so that they are functions from NP translations (type $\langle \langle e, t \rangle, t \rangle$) to VP translations (type $\langle e, t \rangle$), i.e. $\text{Vt}$ translations will have type $\langle \langle \langle e, t \rangle, t \rangle, \langle e, t \rangle \rangle$. The logical translation for “killed” would reflect this type by having a lambda abstraction over something of the type of NPs $\langle \langle e, t \rangle, t \rangle$. (Variables of this type are represented by calligraphic letters, e.g. $\mathcal{P}$.) This solution is summarised, with some sample lexical entries, as grammar 2.4. (Note that the order of arguments of the transitive verb is again the reverse of what it used to be in the original translation.)

We can show how this works by computing the translation of “killed Duncan” again:
\[ \text{VP}' = Vt'(\text{NP}') \]
\[ = \lambda \bar{P}[\lambda y[\bar{P}(\lambda x[killed1(y, x)])](\lambda \bar{P}[P(d)])] \]
\[ = \lambda y[\lambda x[killed1(y, x)](\lambda \bar{P}[P(d)])] \]
\[ = \lambda y[killed1(y, d)] \]

Again, we have a suitable \text{VP} translation.

**Exercise 5** Again compute the translations of “killed every witch” and “Duncan killed every witch”.

This scheme is simpler than the previous two. It suffers the disadvantage, however, that it assigns very different types to intransitive and transitive verbs. Intransitive verbs are still of type \( \langle e, t \rangle \), but transitive verbs are of type \( \langle \langle e, t \rangle, t, e \rangle \). This does not seem to capture the simple idea that the main difference between the two kinds of verbs is the number of NP arguments that they demand.

Following on from this, we have another disadvantage. In the translation rule that corresponds to the syntax rule \( S \rightarrow \text{NP VP} \), i.e. \( S' = \text{NP}'(\text{VP}') \), the NP translation is the functor; but, in the translation rule that corresponds to the syntax rule \( \text{VP} \rightarrow \text{Vt NP} \), i.e. \( \text{VP}' = \text{Vt}'(\text{NP}') \), the NP translation is the argument. It is, perhaps, unattractive that NP translations should play these different roles (functor and argument) according to their syntactic position. Further, this solution violates a possible generalisation that can be expressed with reference to the underlying semantics concerning syntactic agreement across different languages. In English, for example, verb phrases must agree in number and person with the subject NP; in French, adjectives must agree with the Nbar they modify; in some languages, the transitive verb must agree with the direct object. The generalisation is (in informal terms): the category which semantically is the functor may have to agree syntactically with the category that semantically is the argument. Adjectives are functors and so may agree with their Nbars; transitive verbs are functors and so may agree with their direct objects. And if the generalisation is to work, we cannot have our first rule above. The VP must be the functor if it is to agree with the subject NP.\(^{16}\)

Despite these disadvantages, this is one of the two most commonly used solutions.

### 2.4.4 Solution 4: Type-raise all verbal categories

Type-raising all verbal categories is the other most commonly used solution.

Suppose we let \( \text{NP} \) stand for the types of NPs. In our original semantic rules and types (i.e. in the rules and types we had in the previous chapter), \( \text{VPs} \) were of type \( \langle \text{NP}, t \rangle \), intransitive verbs were of type \( \langle \text{NP}, t \rangle \), and transitive verbs were of type \( \langle \text{NP}, \langle \text{NP}, t \rangle \rangle \), and, in these types, \( \text{NP} \) was e. But now, after the deliberations of this chapter, the type of NPs is \( \langle \langle e, t \rangle, t \rangle \). So we can replace \( \text{NP} \) by \( \langle \langle e, t \rangle, t \rangle \) in the verbal types just given. The type of \( \text{VPs} \) will become \( \langle \langle \langle e, t \rangle, t \rangle, t \rangle \), intransitive verbs similarly will become type \( \langle \langle e, t \rangle, t \rangle, t \rangle \), and transitive verbs will become type

---

\(^{16}\)Gazdar et al. (1985) present another problem with this approach (pp.189-91), concerning a proper account for the ‘intensionality’ of subject NPs for certain VP. As we have little to say on intensional semantics in this book, we will not present that argument here.
2.4. OBJECT NOUN PHRASE TRANSLATIONS

<table>
<thead>
<tr>
<th>Grammar</th>
<th>Logic</th>
</tr>
</thead>
<tbody>
<tr>
<td>S → NP VP</td>
<td>VP'(NP')</td>
</tr>
<tr>
<td>VP → Vi</td>
<td>Vi'</td>
</tr>
<tr>
<td>VP → Vt NP</td>
<td>Vt'(NP')</td>
</tr>
<tr>
<td>NP → Det N</td>
<td>Det'(N')</td>
</tr>
<tr>
<td>NP → PName</td>
<td>PName'</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lexicon</th>
<th>Logic</th>
</tr>
</thead>
<tbody>
<tr>
<td>every: Det</td>
<td>λQ[∀x(Q(x) ⊃ P(x))]</td>
</tr>
<tr>
<td>soldier: N</td>
<td>λx[soldier1(x)]</td>
</tr>
<tr>
<td>Duncan: PName</td>
<td>λP[P(d)]</td>
</tr>
<tr>
<td>died: Vi</td>
<td>λP[P(d)]</td>
</tr>
<tr>
<td>killed: Vt</td>
<td>λP[∃z(soldier1(z) ∧ P(z))]</td>
</tr>
</tbody>
</table>

Grammar 2.5: Type-raising all verbal categories

⟨⟨⟨⟨e, t⟩, ⟨⟨⟨e, t⟩, t⟩⟩, t⟩⟩, ⟨⟨⟨e, t⟩, t⟩⟩, t⟩⟩. While these look ugly, they are simply the result of putting ⟨⟨⟨e, t⟩, t⟩⟩, t⟩⟩ in place of NP.

Effectively, we have ensured that all verbal categories (VP, Vi and Vt) denote functions over NP types. Therefore, we can return to our original semantic rules, summarised, with some sample lexical entries, as grammar 2.5. In particular, the translation of the rule S → NP VP returns to being S' = VP'(NP') (but note also that the order of arguments is the reverse of what it used to be in the translation of the transitive verb).

To show this solution working, we compute the translation of “Some soldier killed Duncan”. We will assume the translations of the two NPs have already been computed. The translation of the VP is:

\[ VP' = Vt'(NP') = \lambda P[\lambda y[P(\lambda x[killed1(y, x)])]](\lambda P[P(d)]) = \lambda Q[\lambda Q(\lambda y[\lambda P[\lambda x[killed1(y, x)])]])(\lambda P[P(d)]) = \lambda Q[\lambda Q(\lambda y[\lambda x[killed1(y, x)])][d]) = \lambda Q[\lambda Q(\lambda y[killed1(y, d)])] \]

We use this in the translation of the S (with some variable renaming for clarity) as follows:

\[ S' = VP'(NP') = \lambda Q[\lambda Q(\lambda y[killed1(y, d)])](\lambda P[\exists z(soldier1(z) ∧ P(z))]) = \lambda P[\exists z(soldier1(z) ∧ P(z))](\lambda y[killed1(y, d)]) = \exists z(soldier1(z) ∧ \lambda y[killed1(y, d)](z)) = \exists z(soldier1(z) ∧ killed1(z, d)) \]

This translation has the truth conditions we would like for this sentence.
Exercise 6 Again compute the translations of “killed every witch” and “Duncan killed every witch”.

The main advantage of this approach is its uniformity. The criticisms of solution (3) in the previous subsection, whose subject NPs and object NPs played different semantic roles (functor and argument, respectively) and the consequences of this do not apply to this solution. The disadvantage of this solution is the complexity of the verbal category translations and the unintuitively complicated denotations assigned to VPs: they are no longer sets of individuals, they are now sets of sets of sets of individuals.

2.5 Prepositional phrase attachment

It is instructive for us to continue by introducing some simple prepositional phrases into our grammar. This will provide a further test of our treatment of quantified NPs, since PPs both contain NPs and can be contained within NPs. We can also use this extension to introduce a structural ambiguity to the grammar.

In sentence (4)

(4) “Macbeth killed a soldier with a dagger.”

the phrase “with a dagger” is a prepositional phrase. “With”, along with words such as “in”, “on”, “by”, “from”, “of”, “within”, “over”, “under”, “near” and “to”, is a preposition (P). In a prepositional phrase (PP), the preposition is typically followed by a noun phrase (“a dagger” in (4)):

\[ PP \rightarrow P \ NP \]

The grammar into which we will incorporate some treatment of PPs is given as grammar 2.6. This grammar uses the semantic treatment of quantified object NPs labelled solution (3) in this chapter, i.e. where transitive verbs have been type-raised so that they denote functions from NP translations to VP translations, but other verbal categories have not also been type-raised. Of solutions (3) and (4), which are the two most popular treatments of object NPs, we choose solution (3) only because it accommodates the treatment of PPs straightforwardly; the extra problems caused by using solution (4) are briefly mentioned in subsection 2.5.2.

Grammar 2.6 is, therefore, simply the same as the one presented earlier as grammar 2.4. However, you will note that the rule \[ NP \rightarrow \text{Det N} \] has been replaced by

\[ PP \rightarrow P \ NP \]

There are issues ignored by this. For example, (i) multiple prepositions are sometimes possible (“Macbeth heard screams from within the bedroom”); (ii) the word “to” is categorically ambiguous as it is also used to form infinitival verb phrases (“Macbeth wants to be king”); (iii) most prepositions are categorically ambiguous as they can be used as ‘particles’ within phrasal verbs (“Macbeth killed off the rumour”); (iv) there are also cases where PPs function like ordinary NP complements to a verb (e.g. “to”-PPs as complements of ditransitive verbs as in “Macbeth gave a dagger to Duncan”, or “by”-PPs in passives such as “Duncan was killed by Macbeth”), the prepositions acting merely as ‘function words’, signalling the grammatical role played by the NPs in the sentence, rather than ‘content words’ that contribute spatial or temporal information. We ignore these and other issues here, concentrating only on the simplest PPs.
the rules $NP \rightarrow \text{Det Nbar}$ and $\text{Nbar} \rightarrow N$. The introduction of the category $\text{Nbar}$, of semantic type $\langle e, t \rangle$, gives a suitable category for PP-modification.

Of course, sentence (4) is ambiguous: “with a dagger” can modify the NP “a soldier”, a reading we can paraphrase as ‘a soldier with a dagger was killed by Macbeth’; or, “with a dagger” can modify the VP, a reading we can paraphrase as ‘it was with a dagger that Macbeth killed a soldier’. This is a structural ambiguity: the sentence has two phrase-structures, and, as phrase-structures drive semantic translation, this gives it two meanings. So, in addition to adding the rule $PP \rightarrow P NP$ to grammar 2.6, we need to add the following two rules,

\[
\begin{align*}
\text{Nbar} \rightarrow \text{Nbar PP} \\
\text{VP} \rightarrow \text{VP PP}
\end{align*}
\]

in order to give the sentence, and others like it, two distinct phrase-structure trees. (There is some evidence for rules such as $NP \rightarrow NP PP$, $\text{Nbar} \rightarrow N PP$ and $\text{VP} \rightarrow V PP$, but this we ignore.)

### 2.5.1 Noun phrase attachment

In this section, we determine semantic translations rules for the syntax rules $\text{Nbar} \rightarrow \text{Nbar PP}$ and $PP \rightarrow P NP$, and also work out a translation for prepositions.

In the rule $\text{Nbar} \rightarrow \text{Nbar PP}$, we know that both $\text{Nbars}$ are of type $\langle e, t \rangle$. The child $\text{Nbar}$, therefore, denote a function, but it is a function from individuals to truth-values; it is not plausible for PPs to denote individuals, and it is also not possible for the category we choose as functor to return truth-values, since the type of the parent category in the rule is $\langle e, t \rangle$. It follows that the PP must be the functor category: it
must denote a function from $\text{Nbar}$ types to $\text{Nbar}$ types, i.e. $\langle \langle e, t \rangle, \langle e, t \rangle \rangle$. We have arrived at the following:

- English syntax   Logic translation
- $\text{Nbar} \rightarrow \text{Nbar}$ $\text{PP}; \text{Nbar}' = \text{PP}'(\text{Nbar}')$

We now need a translation for the rule $\text{PP} \rightarrow \text{P} \\text{NP}$. We now know the type of these $\text{PP}$s to be $\langle \langle e, t \rangle, \langle e, t \rangle \rangle$; the type of $\text{NP}$s is $\langle \langle e, t \rangle, t \rangle$. Since the latter is a function returning truth-values, it is not the functor of the translation rule, which must return $\text{PP}$ types. It follows that the $\text{P}$ must be the functor:

- English syntax   Logic translation
- $\text{PP} \rightarrow \text{P} \text{NP}; \text{PP}' = \text{P}'(\text{NP}')$

with the type of $\text{Ps}$ being $\langle \langle \langle e, t \rangle, \langle e, t \rangle \rangle \rangle$.

We now need a translation for prepositions. A sensible translation for an $\text{Nbar}$ such as “soldier with a dagger” is

$$\lambda x_1[\exists y_1(\text{dagger}(y_1) \land \text{soldier}1(x_1) \land \text{with}1(x_1, y_1))]$$

Abstraction over the $\text{Nbar}$ contribution gives

$$\lambda P[\lambda x_1[\exists y_1(\text{dagger}(y_1) \land P(x_1) \land \text{with}1(x_1, y_1))]](\lambda x_2[\text{soldier}1(x_2)])$$

giving the following

$$\lambda P[\lambda x_1[\exists y_1(\text{dagger}(y_1) \land P(x_1) \land \text{with}1(x_1, y_1))]]$$

as the translation of the $\text{PP}$. In this, if we abstract over the $\text{NP}$ contribution, we get

$$\lambda P[\lambda P_1[\lambda x_1[\lambda \text{y}2[P_1(x_1) \land \text{with}1(x_1, y_2)]](\lambda P_2[\exists y_1(\text{dagger}1(y_1) \land P_2(y_1))])]$$

giving the following

$$\lambda P[\lambda P_1[\lambda x_1[\lambda \text{y}2[P_1(x_1) \land \text{with}1(x_1, y_2)]]]]$$

as the translation of the preposition, i.e.:

- English syntax   Logic translation
- $\text{with} : \text{P}; \text{P}' = \text{with}' = \lambda P[\lambda P_1[\lambda x_1[\lambda \text{y}2[P_1(x_1) \land \text{with}1(x_1, y_2)]]]]$

Exercise 7 Confirm that the above works by computing the translation of the $\text{NP}$ “every soldier with a dagger”.

2.5.2 Verb phrase attachment

By a similar argument to the one given above, the functor category in the translation of the rule $\text{VP} \rightarrow \text{VP} \text{PP}$ will be the $\text{PP}$: $\text{PP}$s denote functions from $\text{VP}$ types to $\text{VP}$ types.

At this point, we have obtained a reward for having chosen solution (3) for the treatment of quantified object $\text{NPs}$. By that solution, $\text{VP}$s were of type $\langle e, t \rangle$, making
PPs of type $\langle\langle e, t \rangle, \langle e, t \rangle \rangle$. This is the same type that we discovered for nominal modification in subsection 2.5.1 above.\(^\text{18}\)

It is worth pointing out that if we had chosen solution (4) as our preferred solution to the treatment of quantified object NPs (solution (4) being the other widely used solution), then we would have complications at this point. By that solution, all verbal categories were type-raised to denote functions over NP types. VPs, in particular, were of type $\langle\langle\langle e, t \rangle, t \rangle, \langle e, t \rangle, t \rangle \rangle$, which would mean that VP-modifying PPs would have a different type $\langle\langle\langle\langle e, t \rangle, t \rangle, \langle\langle e, t \rangle, t \rangle, t \rangle \rangle$ from Nbar-modifying PPs (type $\langle\langle e, t \rangle, \langle e, t \rangle \rangle$ from above). On the one hand, this looks deeply unattractive: it appears to require a separate set of syntax and semantic rules for the two forms of modification. On the other hand, although the two types for PPs look quite different, they are, in fact, both of the form $\langle a, a \rangle$ where a is either the type of Nbars or the type of VPs. If we allow type expressions to include variables over types, we could even say that their type is $\langle a, a \rangle$ (with the type-variable a constrained to range over Nbar and VP types). A type expression that contains type-variables is said to be a polymorphic type. The introduction of polymorphic types is by no means unmotivated in natural language semantics. For example, the type of the word “and” may well be polymorphic; specifically, it may be of type $\langle a, \langle a, a \rangle \rangle$, i.e. it takes two expressions of the same type and returns a third expression of that type. The word “not” might also be polymorphic. But, for our purposes, a polymorphic treatment is overly complex. One alternative might be to look for a general type-raising rule of which this change in PP types is an instance. However, the choice of solution (3) has given us a simpler solution.

But there is a question which we have not yet addressed: what should the denotation (and logical translation) of a VP modified by a PP be?

Consider the following sentences and possible translations of those sentences into logic (ignoring NP-modification in sentence (7)):\(^\text{19}\)

\[
\begin{align*}
5 & \quad \text{a. } \text{"Macbeth killed Duncan."} \\
& \quad \text{b. } \text{killed1}(m, d) \\
6 & \quad \text{a. } \text{"Macbeth killed Duncan with a dagger."} \\
& \quad \text{b. } \exists x (\text{dagger1}(x) \land \text{killed2}(m, d, x)) \\
7 & \quad \text{a. } \text{"Macbeth killed Duncan with a dagger in a bedroom."} \\
& \quad \text{b. } \exists y (\text{bedroom1}(y) \land \exists x (\text{dagger1}(x) \land \text{killed3}(m, d, x, y)))
\end{align*}
\]

In translating “Macbeth killed Duncan”, we used killed1 as a predicate denoting a relation between two individuals; in translating “Macbeth killed Duncan with a dagger”, we used killed2 as a predicate denoting a relation between three individuals (the killer, the deceased and the instrument of the killing); in translating “Macbeth killed Duncan with a dagger in a bedroom”, we used killed3 as a four-place predicate. Additional modifiers that further specify the time, place and manner of the killing would require predicates of ever greater arity.

\(^\text{18}\)And, in fact, it is the same type as the one you should have assigned to simple nominal-modifying adjectives in exercise 2.

\(^\text{19}\)We use the determiner “a” to obtain natural-sounding examples, and we assume that it translates as existential quantification.
CHAPTER 2. THE SEMANTICS OF QUANTIFIED NOUN PHRASES

This approach poses many practical problems. They include the difficulty for us, as system designers, to remember what each argument position signifies (e.g. that the third is the location), and the failure to capture some of the import of the original sentence (e.g. it is not clear how we would distinguish a translation of a sentence in which the killing had been near the bedroom from one in which the killing took place in the bedroom, given only a single argument position for the specification of the location).

There are other problems too. The most significant of all is that we intuitively feel that, for example, sentence (6) entails sentence (5) (in any world in which it is true that Macbeth killed Duncan with a dagger it is also true that Macbeth killed Duncan). But sentence (6)’s logic translation does not entail sentence (5)’s logic translation. This and other entailment relations can be captured (using ‘meaning postulates’, as described in a different context later in this subsection, but the proliferation of predicate symbols and explicitly stated entailment relationships between them is inelegant. A number of solutions has been proposed, with an overview of them being given in Parsons (1990, pp.50-61). We present a simple, elegant scheme that is credited to Donald Davidson and is now fairly widely used in computational linguistics, though we note that it does not meet with universal approval.

In this alternative treatment, we choose different translations for the sentences, as follows:

(8) a. “Macbeth killed Duncan.”
   b. $\exists e \text{killed} 1(e, m, d)$

(9) a. “Macbeth killed Duncan with a dagger.”
   b. $\exists e (\exists x (\text{dagger} 1(x) \land \text{killed} 1(e, m, d) \land \text{with} 1(e, x)))$

(10) a. “Macbeth killed Duncan with a dagger in a bedroom.”
    b. $\exists e (\exists y (\text{bedroom} 1(y) \land \exists x (\text{dagger} 1(x) \land \text{killed} 1(e, m, d) \land \text{with} 1(e, x) \land \text{in} 1(e, y))))$

A translation such as $\exists e \text{killed} (e, m, d)$ can be paraphrased into pseudo-English as ‘there exists an event e which was a killing by Macbeth of Duncan’. The paraphrase for the translation of sentence (9) would be ‘there exists an event e and a dagger x where e was a killing by Macbeth of Duncan and the event e was carried out with the dagger x’. This style of translation is often referred to as event semantics, being characterised by the introduction of, and quantification over, event variables.\(^{20}\)

Using event semantics, we no longer have the problem of remembering what a large number of argument positions signify as we did in (5b), (6b) and (7b). Similarly, we can easily represent distinctions such as the difference between “near” and “in”. Most importantly, all the translations use the same predicate, killed1; PP translations can be conjoined indefinitely to the rest of the translation without requiring a change of predicate symbol. This means that no explicit statement of entailment relations is needed. Simply from the meaning of logical conjunction ($\land$), the translation of sentence (9) entails the translation of sentence (8). (By the meaning of $\land$, $\Phi \land \Psi$ entails both $\Phi$ and $\Psi$ on their own.) Equally correctly, the translation of sentence (8)

\(^{20}\)In the case of event variables, we abandon our convention of using lower case letters from the end of the alphabet for individual variables; instead, we use $e, e_1, e_2$, etc., which are suitably mnemonic.
does not entail the translation of sentence (9), and this is as we would expect it to be from the English (just because Macbeth killed Duncan it does not follow that he killed him with a dagger, but the reverse does follow). Coupled with the fact that the solution is one that gives first-order translations to sentences (first-order logic not suffering the same computational efficiency problems suffered by higher-order logics), it is unsurprising that it has seen considerable take-up in computational linguistics.

Critics of the treatment can point to many issues of detail that are not satisfactorily worked out for all linguistic phenomena, of course. But the main substantive criticisms are 'philosophical' in nature. The scheme requires us to extend the universe of discourses of the models that we use to assign meanings to natural language sentences and formulae of logic. In addition to relatively uncontroversial individuals such as Macbeth, Duncan, various daggers and soldiers and the like, we also have to admit 'events' into the universe of discourse. In the interests of giving some semantic treatment to \( \text{VP} \) modifiers, we will brush aside all such concerns, and proceed with a solution that uses event variables.

In fact, adopting this solution, the types of all verbal categories change. Intransitive verbs, for example, are no longer one-place relations \((\langle e, t \rangle)\), they are now two-place relations \((\langle \langle e, \langle e, t \rangle \rangle \rangle)\), the extra individual being the event. Transitive verbs will now have type \((\langle \langle \langle e, t \rangle \rangle, \langle e, \langle e, t \rangle \rangle \rangle)\). Here are the revised lexical entries:

- **English syntax**  
  - **Logic translation**
  
  - English syntax  
  
  - **died** : \( \text{Vi} \);  
  
  \[ \text{Vi}' = \text{died}' = \lambda x[\lambda e[\text{died}1(e, x)]] \]

- English syntax  
  
  - **killed** : \( \text{Vt} \);  
  
  \[ \text{Vt}' = \text{killed}' = \lambda P[\lambda y[\lambda e[P(\lambda x[\text{killed}1(e, y, x)])]]] \]

The translations for the rules \( \text{VP} \to \text{Vi} \) and \( \text{VP} \to \text{Vt} \) \( \text{NP} \) do not change.

Now let us consider \( \text{VP} \)-modification. \( \text{VPs} \) will now have type \( \langle e, \langle e, t \rangle \rangle \). For consistency with those \( \text{PPs} \) that modify \( \text{Nbars} \), we want to retain the semantic type of \( \text{PPs} \) as \( \langle \langle e, \langle e, t \rangle \rangle \rangle \). For the rule \( \text{VP} \to \text{VP} \) \( \text{PPs} \), therefore, we need a solution akin to solution (1) from subsection 2.4.1 for the treatment of quantified object \( \text{NPs} \), where we 're-arranged' the translation of the verb phrase. Here, we will take the \( \text{PP} \) to be the functor, but it will need to 'break into' the translation of the child \( \text{VP} \) in order to apply to something of type \( \langle e, t \rangle \), the remainder (i.e. the remaining \( e \) of the \( \text{VP} \) translation and the second \( \langle e, t \rangle \) of the \( \text{PP} \) translation) forming the result, this, correctly, being a \( \text{VP} \) type, i.e. \( \langle e, \langle e, t \rangle \rangle \):

- **English syntax**  
  
  - **Logic translation**
  
  - \( \text{VP} \to \text{VP} \) \( \text{PPs} \);  
  
  \[ \text{VP}' = \lambda x[\text{PP}'(\text{VP}'(x))] \]

The translation of a \( \text{VP} \) such as "killed Duncan with a dagger" will be

\[
\lambda x_1[\lambda e[\exists y_1(\text{dagger}1(y_1) \land \text{killed}1(e, x_1, d) \land \text{with}1(e, y_1))]]
\]

**Exercise 8** Confirm that this is the translation.

Since \( \text{VPs} \) are now of type \( \langle e, \langle e, t \rangle \rangle \), the translation rule for \( \text{S} \to \text{NP} \) \( \text{VP} \) also needs modification. It is at this point that the event variable should be existentially quantified. We will existentially quantify it prior to applying the \( \text{NP} \) translation (thus
Grammar 2.7: Grammar extended by PPs

<table>
<thead>
<tr>
<th>Grammar</th>
<th>Logic</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S \rightarrow \text{NP} \text{ VP} )</td>
<td>( \text{NP}'(\lambda x \exists e (\text{VP}'(x)(e))) )</td>
</tr>
<tr>
<td>( \text{VP} \rightarrow \text{Vi} )</td>
<td>( \text{Vi}' )</td>
</tr>
<tr>
<td>( \text{VP} \rightarrow \text{Vt} \text{ NP} )</td>
<td>( \text{Vt}'(\text{NP}') )</td>
</tr>
<tr>
<td>( \text{VP} \rightarrow \text{VP} \text{ PP} )</td>
<td>( \lambda x [\text{PP}'(\text{VP}'(x))] )</td>
</tr>
<tr>
<td>( \text{NP} \rightarrow \text{Det} \text{ Nbar} )</td>
<td>( \text{Det}'(\text{Nbar}') )</td>
</tr>
<tr>
<td>( \text{NP} \rightarrow \text{PName} )</td>
<td>( \text{PName}' )</td>
</tr>
<tr>
<td>( \text{Nbar} \rightarrow \text{N} )</td>
<td>( \text{N}' )</td>
</tr>
<tr>
<td>( \text{Nbar} \rightarrow \text{Nbar} \text{ PP} )</td>
<td>( \text{PP}'(\text{Nbar}') )</td>
</tr>
<tr>
<td>( \text{PP} \rightarrow \text{P} \text{ NP} )</td>
<td>( \text{P}'(\text{NP}') )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lexicon</th>
<th>Logic</th>
</tr>
</thead>
<tbody>
<tr>
<td>every: ( \text{Det} )</td>
<td>( \lambda Q [\lambda P [\forall x (Q(x) \supset P(x))]] )</td>
</tr>
<tr>
<td>soldier: ( \text{N} )</td>
<td>( \lambda x [\text{soldier}1(x)] )</td>
</tr>
<tr>
<td>Duncan: ( \text{PName} )</td>
<td>( \lambda P[P(d)] )</td>
</tr>
<tr>
<td>died: ( \text{Vi} )</td>
<td>( \lambda x [\lambda e [\text{died}1(e, x)]] )</td>
</tr>
<tr>
<td>killed: ( \text{Vt} )</td>
<td>( \lambda P [\lambda y [\lambda e [\lambda x [\text{killed}1(e, y, x)]]]] )</td>
</tr>
<tr>
<td>with: ( \text{P} )</td>
<td>( \lambda P [\lambda P' [\lambda x [\lambda y [\lambda e [\lambda x' [\lambda y' [\lambda x_1 [\lambda y_1 [\lambda x_2 [\lambda y_2 [(\text{with}1(x_1, y_1) \land \text{with}1(x_2, y_2))]]]]]]]]]]]] )</td>
</tr>
</tbody>
</table>

Exercise 9 Use your answer to exercise 8 to compute a translation for “Macbeth killed Duncan with a dagger”.

Making use of all the new rules introduced in this subsection and the previous one, sentence (4) (“Macbeth killed a soldier with a dagger”) will now be assigned two phrase-structure trees, these licensing two semantic translations:

\[ \exists e (\exists y (\text{dagger}1(y) \land \text{soldier}1(x) \land \text{with}1(x, y)) \land \text{killed}1(e, m, x)) \]

\[ \exists e (\exists y (\text{dagger}1(y) \land \exists x (\text{soldier}1(x) \land \text{killed}1(e, m, x)) \land \text{with}1(e, y)) \land \text{with}1(x, y_1)) \land \text{with}1(x_1, y_2)) ]

We summarise the resulting grammar as grammar 2.7.

21 “with” might more appropriately be translated as different predicate symbols in the two translations: with2 or accomp to denote the relation of ‘accompaniment’ between two individuals in the first translation, and with1 or instr to denote the relation between an event and its instrument in the second translation.
A common refinement is to make use of an idea that was introduced independently, usually credited to Charles Fillmore, but which can be introduced into an event-based semantics quite easily. The idea is that there is a small number of abstract relations that can hold between events and the objects that participate in events. These relations have been called cases, case roles and thematic roles, among other names. We will use the term ‘thematic roles’. There is only limited agreement on what the roles are and how many there might be, though it is generally accepted that there is a small number of them. Let us introduce three of the more common thematic roles.

- **Agent**: the instigator of the event; usually taken to be a participant who acts with intent;

- **Patient** (also referred to in some books as the Object or Theme): the object acted upon in the event;

- **Instrument**: the tool, material or force used to perform the event.

Other roles that have been proposed include the Experiencer, the Beneficiary, the Location, the Possessor, the Destination, the Recipient, the Source and the Accompanier.

We illustrate the three roles (agent, patient and instrument) with the following sentences, which we assume are being used to describe the same event in different ways:

(11) “Banquo broke the window with the hammer.”

(12) “The hammer broke the window.”

(13) “The window was broken by Banquo.”

(14) “The window broke.”

In all of these, Banquo (where mentioned) is the agent of the breaking event described by the sentence, the window is the patient of the event, and the hammer (where mentioned) is the instrument in the event. Notice that there is some, but not a one-to-one, correlation with traditional syntactic functions, e.g. the subject NP may be the agent (as in (11)), the instrument (as in (12)), or the patient (as in (13) and (14)); the object NP may be the patient (as in (11) and (12)); and various PPs can fill roles too (such as the instrument in (11) and the agent in (13)). It follows, therefore, that some roles will be filled by the entities described by the arguments of the verb, e.g. the subject and object NPs; other roles will be filled by the entities described by the NPs mentioned in various prepositional phrases (PPs). (This is a simplification: other parts of speech, e.g. adverbs, might describe thematic role fillers too).

If thematic roles are to be more than just a descriptive device, we need to state (model-theoretic) properties about them. One way to do this is to use meaning postulates. In their original conception, meaning postulates are constraints on models.

---

22 Use of the word ‘case’ can conflict with the use of this word to refer to the way that noun morphology can reflect the syntactic function of a noun in a sentence; in this latter usage, cases include nominative (subject position), accusative (object position), and so on.
models that satisfy the constraints being called **admissible models**. The evaluation of the denotation of expressions is then limited only to these admissible models.

For example, consider sentence (10), “Macbeth killed Duncan with a dagger in a bedroom”, whose logic translation is:

\[
\exists e (\exists y (\text{bedroom}1(y) \land \exists x (\text{dagger}1(x) \land \text{killed}1(e, m, d) \land \text{with}1(e, x) \land \text{in}1(e, y)))
\]

We would write meaning postulates that describe the properties of the objects that fill argument positions of the predicates. Since, for example, the second argument of killed1/3 is the agent of the killing, we might write postulates that say (i) that whatever object is denoted by the term that occupies the second argument position of a killed1/3 predicate symbol is its agent, and (ii) that agents are objects that act with intent in events.

\[
\forall e \forall x \forall y (\text{killed}1(e, x, y) \supset \text{agt}(e, x))
\]

\[
\forall e \forall x (\text{agt}(e, x) \supset \text{acted_intentionally}(x, e))
\]

In fact, it would be more common to make the roles explicit in the logical translations of utterances themselves using binary predicates such as \text{agt}, \text{pat} and \text{instr}. For example, the translation of sentence (10) might become

\[
\exists e (\exists y (\text{bedroom}1(y) \land \exists x (\text{dagger}1(x) \land \text{killed}1(e) \\
\land \text{agt}(e, m) \land \text{pat}(e, d) \land \text{instr}(e, x) \land \text{in}1(e, y)))
\]

Note that the predicate \text{killed}1 is now a one-place predicate and its relationships with the killer and killed person are expressed using the binary predicates \text{agt}, \text{pat} and \text{instr}. This is achieved by revising the lexical semantics of the words (see exercise 10).

We would then include meaning postulates, as before, to state the properties of the relations denoted by the predicates \text{agt}, \text{pat}, etc.

The status of meaning postulates needs further discussion. We have shown meaning postulates as if they were formulae of logic. But, in fact, meaning postulates, in their original conception, are statements *about* the logic, specifically about the logical interpretation of the symbols of the logic. They are, therefore, statements to be made in our metalanguage, not our object language. Using object language symbols, such as \forall and \supset, is thus misleading.\(^{23}\)

For the rest of this chapter, not only will we not consider meaning postulates any more, we shall not even use thematic roles, as they clutter logical translations. Therefore, we will use translations such as those given as (8b), (9b) and (10b) above.

**Exercise 10** Revise the lexicon given in grammar 2.7 so that translations contain explicit thematic roles.

\(^{23}\)Some texts write meaning postulates prefixed by the symbol \(\square\), e.g.

\[
\square(\forall e \forall x (\text{agt}(e, x) \supset \text{acted_intentionally}(x, e)))
\]

The box is (informally) read as ‘it is necessarily the case that’, which helps to emphasise that the statement constrains models. It still does not avoid the confusion between object language and metalanguage uses of symbols.
2.6 Scope ambiguity

Our consideration of quantified NPs is still not at an end, as they give rise to a form of ambiguity, and we have not yet accounted for this.

The following sentence is ambiguous:

\[(15) \quad \text{"Every soldier killed some witch."}\]

On one reading, every soldier killed some witch or another, i.e. they all killed at least one witch, and the witch killed by one soldier is quite possibly different from that killed by another soldier. The logic translation corresponding to this reading is:\(^{24}\)

\[∀x(\text{soldier}1(x) ⊃ ∃y(\text{witch}1(y) \land \text{killed}1(x,y)))\]

In this formula, the universal quantifier has the existential quantifier in its scope. We say that the universal quantifier has wide scope and the existential quantifier has narrow scope, or that the universal quantifier outscopes the existential quantifier. (Generally in the formulae in this book, quantifiers to the left have quantifiers to the right in their scope, unless brackets dictate otherwise.)

On the other reading, there is (at least) one witch who was killed by all the soldiers: they all killed the same witch. The corresponding translation is:

\[∃y(\text{witch}1(y) \land ∀x(\text{soldier}1(x) ⊃ \text{killed}1(x,y)))\]

In this formula, the existential quantifier has the universal quantifier in its scope. We say that the existential has wide scope and the universal has narrow scope, or that the existential has the universal in its scope.

More generally, most sentences which contain more than one quantified NP will be ambiguous in this way. In recognition of the fact that such ambiguities are characterised by the scope of the quantifiers, these ambiguities are referred to as scope ambiguities.\(^{25}\)

Of course, utterances of these sentences often have preferred readings, but our task for now is to show how all the possible readings can be computed. (We briefly discuss preferred readings in subsection 2.6.4.)

The syntactic and semantic rules that we developed in the earlier parts of this chapter (irrespective of which solution we use to compute the translation of object NPs) fail to compute multiple translations for sentences which contain more than one quantified NP. Clearly, if our grammar assigns only one phrase-structure tree to

\(^{24}\)To avoid unnecessary clutter, where possible we exclude event variables from logic translations in the rest of this chapter.

\(^{25}\)Scope ambiguities also arise due to the interaction of logical operators such as tense, modal and intensional operators with quantified NPs. For example, the following sentence

"Macbeth sought a witch."

is ambiguous between a ‘non-specific’ reading, in which any witch will do, and a ‘specific’ reading, where a certain witch is sought. This ambiguity can be accounted for by having readings in which the existential quantification takes narrow or wide scope relative to the intensional operator that is introduced by use of the verb "sought". We do not pursue these other causes of scope ambiguities any further, because we have not addressed the semantics of these operators in this book.
such sentences, and the lexicon assigns the words of the sentence only one semantic translation, then we will not get multiple readings.

Sentence (15), for example, will have only one phrase-structure tree and, assuming it has no semantically lexically ambiguous words, will hence have only one reading. The reading that will be produced is the one in which the universal has wider scope \((\forall x\left(soldier1(x) \supset \exists y\left(witch1(y) \land killed1(x, y)\right)\right))\). This reading is the one in which the order of the quantifiers preserves the order of their corresponding determiners in the original sentence.

In what follows we consider a variety of ways of changing the grammar and/or the semantic translation process so that sentences that contain multiple quantified NPs do receive multiple translations. Ideal solutions satisfy at least three properties: they are sound, complete and compositional. A solution is sound if it does not produce readings it should not; a solution is complete if it produces all the readings that it should. A compositional solution will be capable not only of assigning multiple translations (and denotations) to complete sentences but also to constituents of the sentences, when appropriate. For example, just as the sentence “Duncan gave every soldier a medal” should have two translations (and denotations), its verb phrase, “gave every soldier a medal”, should also have two translations (and denotations).

Before describing our favoured solution, we briefly consider other solutions, whereby scope ambiguities are treated as special cases of structural ambiguities or of lexical ambiguities.

### 2.6.1 Scope ambiguities as a form of structural ambiguity

If scope ambiguity is to be treated as a form of structural ambiguity, then we need to give sentence (15) and sentences like it, multiple distinct phrase-structure trees. Then, given that semantic translation is driven by the phrase-structures, it will be possible for multiple readings for the sentence to be computed.

A large body of linguists, including Noam Chomsky, has adopted a particular version of this. Their approach is to use a different theory of grammar from the one we have used so far in this book. In particular, their theory is polystratal. What this means is that the theory uses more than one layer or stratum of syntactic representation. (By contrast, we have been presenting a monostratal theory, having only one layer of syntactic representation.) The first incarnation of their theory went under the name of Transformational Grammar. The modern re-incarnation of the theory is called Government-Binding Theory, or GB. Our presentation below will be based on Transformational Grammar, which is perhaps the more intuitive of the two. Many details have changed in the transition to GB but the way that a polystratal theory can account for scope ambiguity should become clear.

In Transformational Grammar, the syntactic representations (phrase-structure trees) we have presented so far in this book would be referred to as surface structures. But there would be at least one more layer of syntactic representation, the layer of deep structure. It is crucial to understand that deep structures are just as syntactic as surface structures. They still say nothing about meaning (although these are the structures on which some aspects of semantic interpretation is defined). There would also be special syntactic processes (i.e. processes that carry out structural manipulation without regard to the meaning of the structures they manipulate)
2.6. SCOPE AMBIGUITY

An example of a syntactic construction that motivates a polystratal theory is the passive. "Macbeth killed Duncan" and "Duncan was killed by Macbeth" would be sentences receiving different surface structures but the same deep structure (in the early versions of the theory at least). The identity function maps the deep structure to the surface structure for "Macbeth killed Duncan", but a more complex transformation maps the deep structure to the surface structure for "Duncan was killed by Macbeth". Given that semantic interpretation is determined by the deep structure in these theories, we get an account of why an active sentence and its corresponding passive receive the same truth-conditions: their interpretation is computed from their common deep structure.

The polystratal theory then further provides an account of scope ambiguities. This account is the opposite of the account for the identical truth-conditions of active and passive sentences. Instead of one deep structure having multiple surface structures, the account of scope ambiguity posits multiple deep structures having a single surface structure. The theory says, for example, that although sentence (15), "Every soldier killed some witch", has only one surface structure, this can be derived from more than one deep structure. The fact that there are multiple deep structures enables us to have more than one semantic interpretation.

In exercise 3 of chapter 1, you showed, for very simple sentences, that active sentences and their corresponding passive sentences can receive the same truth-conditions without the overhead of an extra layer of syntactic representation. It transpired during the 1970s and early 1980s that all of the original syntactic constructions for which deep structures were originally thought to be necessary could be handled in a monostratal grammar. Arguably, if several layers of syntactic representation are not necessary to account for passive sentences and other constructions, then it would be undesirable to use an extra layer of syntactic representation simply to account for scope ambiguities. Obviously, given their popularity among linguists (but not so much among computational linguists), we cannot dismiss polystratal theories out of hand. There is clearly an ideological issue at stake, and we can do no more in this book than state our ideological preference for monostratal theories and to include pointers, in the further reading section, to the literature on polystratal theories.

2.6.2 Scope ambiguities as a form of lexical ambiguity

In showing how scope ambiguities can be a form of lexical ambiguity, we use solution (4) from subsection 2.4.4 to the problem of quantified object NPs. It is, of course, unfortunate to switch from using solution (3), as we had been doing, to using a different solution, but the treatment of scope ambiguity as a form of lexical ambiguity is hugely simplified by doing so. It turns out that this is not a much favoured treatment, and we can revert to solution (3) in our favoured treatment in the next subsection.

In solution (4), the logic translation of a Vt such as "killed" is \( \lambda P[\lambda Q[\lambda y[\lambda x[killed1(y,x)]]]] \). This translation ensures that the subject NP has the object NP in its scope, as can be seen from this demonstration for "killed some witch" (intermediate lambda conversions are not shown):
\[ \text{VP}^\prime = \text{Vt}'(\text{NP}') \]
\[ = \lambda P[\lambda Q[\lambda y[P(\lambda x[killed1(y, x))]](\lambda P[\exists z(\text{witch1}(z) \land P(z))])] \]
\[ = \lambda Q[\lambda y[\exists z(\text{witch1}(z) \land killed1(y, z))]] \]

Consider a subject NP translation such as \[\lambda P[\forall w(\text{soldier1}(w) \supset P(w))]\]. It should be clear that when the VP translation is applied to the subject NP translation, the NP translation will replace Q in the above, and then, by a further lambda conversion, the expression with the existential quantifier will end up replacing P. It will therefore be within the scope of the universal introduced by the subject NP.

Suppose we take the Vt and Q in the body of the lambda expression and of x and y in the argument to killed1. We get \[\lambda P[\lambda Q'[\lambda y[Q'(\lambda x[killed1(x, y))]]] \]. Now we can obtain the other scoping where the object NP has the subject NP in its scope, as demonstrated for “killed some witch” (intermediate lambda conversions not shown again):

\[ \text{VP}^\prime = \text{Vt}'(\text{NP}') \]
\[ = \lambda P[\lambda Q[\lambda y[P(\lambda x[killed1(x, y))]]](\lambda P[\exists z(\text{witch1}(z) \land P(z))])] \]
\[ = \lambda Q[\exists z(\text{witch1}(z) \land Q(\lambda x[killed1(x, z)]))] \]

Now when this is applied to the translation of a subject NP such as \[\lambda P[\forall w(\text{soldier1}(w) \supset P(w))]\], it is clear that the subject NP, in replacing Q will fall within the object NP’s scope.

In summary then, we can get both readings by treating “killed” and all other transitive verbs as semantically lexically ambiguous; they would have two meanings, as follows:

<table>
<thead>
<tr>
<th>English syntax</th>
<th>Logic translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>killed : Vt;</td>
<td>[ Vt' = killed' = \lambda P[\lambda Q'(\lambda y[Q'(\lambda x[killed1(y, x)])])] ]</td>
</tr>
<tr>
<td></td>
<td>[ Vt' = killed' = \lambda P[\lambda Q[\lambda y[P(\lambda x[killed1(x, y))]]]] ]</td>
</tr>
</tbody>
</table>

There are a number of problems with this. Firstly, “killed” is intuitively unambiguous. Treating it as lexically ambiguous puts it on a footing with the kind of ambiguity found with “draw” (as in drawing the curtains versus drawing a picture) and “throw” (as in throwing a stone versus throwing a party). But, that is misleading: only a single predicate symbol, killed1, is involved. Secondly, the approach can find multiple derivations of logically equivalent formulae. For example, sentences that contain a transitive verb but only one or even no quantified NPs (e.g. “Macbeth killed every witch”) will receive two translations, though the translations will be identical \((\forall x(\text{witch1}(x) \supset killed1(m, x)))\). From a theoretical point of view, there is nothing wrong with this; but from a computational point of view, it is undesirable. Finally, while “killed” now has two translations, ditransitive verbs such as “gives” will need six translations in the lexicon in order to give all possible permutations of their subject, direct object and indirect object NPs. This is not attractive.

### 2.6.3 Scope ambiguities as a separate type of ambiguity

The final solution we consider treats scope ambiguities as a type of ambiguity different from structural and lexical ambiguities. A popular strategy is to use some form of storage, whereby, whenever in the translation of a sentence an NP is encountered, the
NP translation is put into storage and a ‘dummy’ translation is used in its place. As the process of translation proceeds, there is an option at various points to retrieve the NP translation from store and apply it to the translation of the rest of the sentence. The NP translation which is pulled out of store last will be the one that has the widest scope.

The basic idea here comes from Richard Montague who termed it quantifying in. The storage implementation of the idea comes from Robin Cooper and is often termed Cooper Storage. We are going to present a simplified version of Cooper storage that draws ideas from a number of presentations of the topic.

Every constituent of the sentence being translated will now have two elements of semantic translation associated with it: we will call them the matrix and the store. The matrix will be a well-formed expression of logic as before. The matrix may contain free variables reflecting the fact that some or all of the NP translations will not have been ‘cached out’. The store will be a set of NP translations. For each syntax rule there will now be two corresponding semantic translation rules. The first will say how the matrix of the LHS category is composed from the matrixes of its constituents. These rules will be just like the semantic translation rules that we have used up to now in this and the preceding chapter. The second rule will say how the store for the LHS category is composed from the stores of its constituents.

We will use some notation for this. If we want to say that the matrix of an \( S \) is the result of applying the matrix of an NP to the matrix of a VP, i.e. Matrix\((S) = \text{Matrix}(\text{NP})(\text{Matrix}(\text{VP}))\), we will use the prime notation as before, i.e. \( S' = \text{NP}'(\text{VP}') \). If we want to say that the store of an \( S \) is the result of union-ing the store of an NP and the store of a VP, i.e. Store\((S) = \text{Store}(\text{NP}) \cup \text{Store}(\text{VP})\), we will use a double prime notation, i.e. \( S'' = \text{NP}'' \cup \text{VP}'' \).

We present, as grammar 2.8, the result of bringing this approach to bear on grammar 2.6. (We have reverted to solution (3) for the treatment of quantified object NPs, but we do not include any of the material needed to deal with PPs as this would clutter our presentation.)

The lexicon is not much changed. The matrix for each lexical entry is the same as the semantic translation we gave in grammar 2.6. The store is always the empty set. (Of course, this means that the store need not be shown at all; but showing it, emphasises that it is empty and also gives a more uniform treatment.)

Most of the grammar is not different either. With the exception of the rule \( \text{NP} \rightarrow \text{Det Nbar} \), the matrix rules are the same as the semantic translation rules we gave in grammar 2.6. Each store rule simply forms the union of the stores of the constituents. For example, the matrix rule corresponding to the syntactic rule \( \text{VP} \rightarrow \text{Vt NP} \) is the same as the semantic translation rule we gave earlier (i.e. \( \text{VP}' = \text{Vt}'(\text{NP}') \)) and the store rule forms the union of the stores of the Vt and the NP (i.e. \( \text{VP}'' = \text{Vt}'' \cup \text{NP}'' \)).

This is something of a simplification as it fails to show the option of retrieving one or more of the NP translations from the store. This option is certainly available at \( S \) and NP constituents and may well be available at other constituents too. Therefore, strictly, a constituent’s store is the union of its immediate subconstituents’ stores less any items retrieved from those stores. And, if items are retrieved, then they should be applied to the matrix. This should be kept in mind as we proceed with the simplified presentation.
Grammar 2.8: Simplified storage grammar

The rule \( \text{NP} \rightarrow \text{Det} \text{ Nbar} \) is the one that deserves our further attention. This is the rule that creates a ‘dummy’ matrix and stores the real translation of the \( \text{NP} \).

The ‘dummy’ matrix is \( \lambda P[\lambda x(\forall x(Q(x) \supset P(x)))] \). Significantly, this matrix has the same semantic type as an ordinary \( \text{NP} \) translation (type \( \langle\langle e, t\rangle, t\rangle \)). It is because the matrix has the same type as an ordinary \( \text{NP} \) translation that all the other matrix rules did not need changing: they are still fed with a translation of a suitable kind on which to operate. However, the ‘dummy’ matrix does have the peculiarity of introducing a free variable, \( z \), into the logical translation. (Note that a new free variable is introduced for every \( \text{NP} \), i.e. we do not always use \( z \), we use a fresh free variable for each \( \text{NP} \).)

The store will contain the union of the stores of the \( \text{Det} \) and the \( \text{Nbar} \), and an additional item, \( \langle \text{Det}'(\text{Nbar}'), z \rangle \). Now you can see what is meant by putting the \( \text{NP} \) translation into store. The normal translation of the \( \text{NP} \), \( \text{Det}'(\text{Nbar}') \), is being placed into the store. It is accompanied by a variable. This is the same variable as was free in the ‘dummy’ matrix of the \( \text{NP} \), i.e. in this case, \( z \). By putting the same variable \( z \) into both the matrix and the store, we ensure that we can tie together the ‘dummy’ matrix and the stored item at a later point in the processing. (We say that the two are co-indexed by \( z \).)

Figure 2.10 shows an annotated tree for the sentence “Every soldier killed some witch”; since labelling each node of the tree with both its matrix and its store would lead to a cluttered tree, nodes are instead labelled with letters, and the corresponding matrixes and stores are tabulated in table 2.2; no intermediate (unreduced) lambda matrixes and stores are tabulated in table 2.2; no intermediate (unreduced) lambda

---

26In the entries in grammar 2.8, this item appears as \( \langle \text{Det}'(\text{Nbar}'), z \rangle \), i.e. enclosed in curly braces. This is to turn it into a (singleton) set so that it can be union-ed with \( \text{Det}'' \) and \( \text{Nbar}'' \).
2.6. SCOPE AMBIGUITY

\[
\begin{array}{c}
S: (A) \\
NP: (B) \\
\text{Det}: (D) \\
\text{Nbar}: (E) \\
\text{every}: (H) \\
\text{N}: (I) \\
\text{soldier}: (M) \\
\text{VP}: (C) \\
\text{Vt}: (F) \\
\text{killed}: (J) \\
\text{Det}: (K) \\
\text{Nbar}: (L) \\
\text{some}: (N) \\
\text{N}: (O) \\
\text{witch}: (P)
\end{array}
\]

Figure 2.10: Annotated tree for “Every soldier killed some witch”

abstracts are shown.

At no point in this particular example do we avail ourselves of the option of retrieving items from the stores. Therefore, from the figure and table, we see that the S node (node A) has matrix \( \text{killed1}(z_3, z_7) \) and store \( \{ (\lambda P_1[\forall x_1(\text{soldier1}(x_1) \supset P_1(x_1))], z_3), (\lambda P_5[\exists x_5(\text{witch1}(x_5) \land P_5(x_5))], z_7) \} \).

Thus we have an unscoped matrix with free variables in it, plus a store with two NP translations ‘on ice’.

We must now consider how to retrieve an NP translation from storage and use it to scope a matrix. We will show how this would work for retrieval at the root node in figure 2.10; we will not at this stage discuss the option of retrieval at deeper nodes in the tree.

Let \( S' \) be the matrix of the S. An item in the store is of the form \( \langle \text{NP}', z \rangle \), i.e. \( \text{NP}' \) is the stored NP translation and \( z \) is the stored variable (which is free in \( S' \)). To use a retrieved item to scope \( S' \), we compute:

\[
\text{NP}'(\lambda z[S'])
\]

i.e. we wrap the S matrix in \( \lambda z \) (giving something of type \( \langle e, t \rangle \)) and then use this as the argument to the NP translation (which is of type \( \langle \langle e, t \rangle, t \rangle \)).

This is repeated for each item in the store. Different orders by which the stored NP translations are retrieved and applied to the \( S' \) will give rise to different scopings of the \( S' \). To show this, we will continue the example.

The matrix and store of the S are:

\[
\begin{align*}
S' &= \text{killed1}(z_3, z_7) \\
S'' &= \{ (\lambda P_1[\forall x_1(\text{soldier1}(x_1) \supset P_1(x_1))], z_3), (\lambda P_5[\exists x_5(\text{witch1}(x_5) \land P_5(x_5))], z_7) \}
\end{align*}
\]

If we retrieve the first NP in the store, we compute a new \( S' \) as follows:

\[
\lambda P_1[\forall x_1(\text{soldier1}(x_1) \supset P_1(x_1))](\lambda z_3[\text{killed1}(z_3, z_7)])
\]
Table 2.2: Matrixes and stores for “Every soldier killed some witch”
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\[ \equiv \forall x_1(\text{soldier}1(x_1) \supset \lambda z_3[\text{killed}1(z_3, z_7)](x_1)) \\
\equiv \forall x_1(\text{soldier}1(x_1) \supset \text{killed}1(x_1, z_7)) \]

The matrix and store are now as follows:

\[ S' = \forall x_1(\text{soldier}1(x_1) \supset \text{killed}1(x_1, z_7)) \]
\[ S'' = \{ (\lambda P_5[\exists x_5(\text{witch}1(x_5) \land P_3(x_5))] , z_7) \} \]

If we now retrieve the second NP translation, we compute the final translation for the \( S \), as follows:

\[ \lambda P_5[\exists x_5(\text{witch}1(x_5) \land P_3(x_5))](\lambda z_7[\forall x_1(\text{soldier}1(x_1) \supset \text{killed}1(x_1, z_7))]) \]
\[ \equiv \exists x_5(\text{witch}1(x_5) \land \lambda z_7[\forall x_1(\text{soldier}1(x_1) \supset \text{killed}1(x_1, z_7))](x_5)) \]
\[ \equiv \exists x_5(\text{witch}1(x_5) \land \forall x_1(\text{soldier}1(x_1) \supset \text{killed}1(x_1, x_5))) \]

We have obtained the reading in which the existential outscopes the universal (there is at least one particular witch whom every soldier killed).

Suppose, instead, we had retrieved the NPs in reverse order to the above. If we retrieve the second NP first, we compute a new \( S' \) as follows:

\[ \lambda P_5[\exists x_5(\text{witch}1(x_5) \land P_3(x_5))](\lambda z_7[\forall x_1(\text{soldier}1(x_1) \supset \text{killed}1(x_1, z_7))]) \]
\[ \equiv \exists x_5(\text{witch}1(x_5) \land \lambda z_7[\forall x_1(\text{soldier}1(x_1) \supset \text{killed}1(x_1, z_7))](x_5)) \]
\[ \equiv \exists x_5(\text{witch}1(x_5) \land \forall x_1(\text{soldier}1(x_1) \supset \text{killed}1(x_1, x_5))) \]

We now retrieve the remaining NP, as follows:

\[ \lambda P_1[\forall x_1(\text{soldier}1(x_1) \supset P_1(x_1))](\lambda z_3[\exists x_5(\text{witch}1(x_5) \land \text{killed}1(z_3, x_5))]) \]
\[ \equiv \forall x_1(\text{soldier}1(x_1) \supset \lambda z_3[\exists x_5(\text{witch}1(x_5) \land \text{killed}1(z_3, x_5))](u)) \]
\[ \equiv \forall x_1(\text{soldier}1(x_1) \supset \exists x_5(\text{witch}1(x_5) \land \text{killed}1(x_1, x_5))) \]

This time, we get the reading in which the universal outscopes the existential (each soldier killed a possibly different witch).

Obviously, in general, we would want to retrieve stored NP translations in all possible orders. In the above example, the store has two items, so there are two orders. If the store had contained three items, then there would have been six possible orderings. In general, if there are \( n \) items, then there are \( n! \) (factorial of \( n \)) possible orderings (but see section 2.6.4 for further discussion of this).

As we see illustrated in the example above, the item that is retrieved last has widest scope. In general, if a translation \( \text{NP}_i' \) is retrieved after a translation \( \text{NP}_j' \), then \( \text{NP}_j' \) will be within the scope of \( \text{NP}_i' \).

### 2.6.4 Discussion

Treating scope ambiguities as a separate type of ambiguity, using Cooper storage, leads to an elegant solution that avoids the need for extra layers of syntactic representation or the positing of intuitively spurious lexical ambiguities. The solution is (arguably) compositional as, in all cases, the matrixes and stores of a constituent are determined by the matrixes and stores of the subconstituents of that constituent. In
the rest of this subsection, we discuss the following issues: the status of the logical translations; the elimination of redundant translations; the soundness and completeness of the solution; and the imposition of a preference order on the translations produced.

**The status of the logical translations**

The first point of concern is the status of the translations we are producing. In our discussion of semantic interpretation up to now, the semantic value of a natural language constituent was its model-theoretic denotation. Translating English into logic was not essential to interpreting the English phrases; it was only a convenient intermediate step in assigning them meanings (i.e. translating English expressions to expressions of logic seemed more perspicuous than persisting in the direct assignment of model-theoretic denotations to the English expressions). However, now that we have matrixes and stores, it is less clear whether the logic is just a convenience: can we assign model-theoretic denotations to English expressions and achieve the same effect as is achieved using matrixes and stores? In fact, the answer is that we can do this. We have no space to show this here, but we refer the reader to Cooper (1983), which is not only the original formulation of this approach but also directly assigns model-theoretic denotations without logic as a mediating level of representation. The main change (which, in fact, is a change that is needed to handle any kind of ambiguity, not just scope ambiguity) is to see semantic interpretation as a relation (a many-to-many mapping) between English expressions and denotations, rather than as a function (a many-to-one mapping). It is, therefore, the case that the logic continues to be only a convenient mediating representation. Note, however, that its status comes under renewed attack when we introduce modifiers, such as PPs, that contain quantified NPs. This is discussed in the context of soundness and completeness below.

**Logically redundant translations**

Since the translation of names, such as “Macbeth”, are not stored, the Cooper storage approach, unlike the lexical ambiguity solution, does not produce multiple (identical) translations for sentences containing transitive verbs but containing only one or no quantified NPs (such as “Macbeth killed every witch”).

However, there are other reasons why both approaches can produce logically redundant translations. By this we mean that they can produce translations of a sentence that are logically equivalent. For example, on the following sentence:

(16) “Every soldier killed every witch.”

both approaches will produce two readings:

\[ \forall x_1(\text{soldier}1(x_1) \supset \forall x_5(\text{witch}1(x_5) \supset \text{killed}1(x_1, x_5))) \]

\[ \forall x_5(\text{witch}1(x_5) \supset \forall x_1(\text{soldier}1(x_1) \supset \text{killed}1(x_1, x_5))) \]

These two readings are truth-conditionally equivalent (whenever one is true so is the other); one is, therefore, redundant. From a theoretical point of view, no harm is being done; from a computational point of view, the extra work is undesirable.
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Checking for equivalence, so that redundant translations can be thrown away, can be done cheaply enough for a handful of the most common cases, but carrying out such a check for the general case can be computationally very expensive (and may not, in general, terminate).

And, there is another source of redundancy in the Cooper storage approach: in its original formulation, due to the optionality of the retrieval operation, there can be multiple derivations of the same translation. In our extended example (figure 2.10 and table 2.2), we ignored this optionality: both the subject and object NP translations were stored, and then the two different orders in which this pair of stored translations could be retrieved at the root node gave the two readings. But this ignores at least three other possibilities: (i) we can retrieve the the object NP translation immediately (at node G) but choose to retrieve the subject NP translation at the root; when the subject NP translation is eventually retrieved, it will fall within the scope of the object NP’s quantifier; (ii) we can choose to retrieve the subject NP translation immediately (at node B) but choose to retrieve the object NP translation at the root; when the object NP translation is eventually retrieved, it will fall within the scope of the subject NP’s quantifier; and (iii) we can choose to retrieve both NP translations immediately (nodes B and G); the resulting reading for our grammar will have the object NP translation within the scope of the subject NP’s quantifier. From these five derivations (the three just listed and the two exemplified earlier), only two logically different translations are produced. Again, from a theoretical point of view, no harm is being done. But, from a computational point of view, there will be a lot of undesirable effort. In addition to the effort of throwing away duplicate readings, the effort of finding each derivation is high: if semantic translation and storage are interleaved with parsing, then to compute an alternative derivation (using a different pattern of retrieval decisions) requires re-parsing the affected parts of the string.

The way to avoid finding multiple derivations of the same translation might appear obvious: always retrieve quantified NP translations at the root node, and nowhere else, computing the different translations by permuting this full store. Unfortunately, this simple solution is neither sound (some of the readings it produces are illegitimate) nor complete (some of the readings it should produce are not produced); we discuss these issues in the next subsection.

In practice, to overcome the problem, an alternative implementation of Cooper storage is usually used (although, for the same reasons that we discuss in the next subsection, this too requires some care if soundness and completeness are to be achieved). By this alternative, quantified NP translations are not ever placed in a separate store during the process of semantic translation. But neither are they used to produce scoped translations during semantic translation. Instead, NP translations are treated as special terms, often called ‘qterms’, that can form the arguments to predicates. The translation of sentence (15), “Every soldier killed some witch”, might then be, e.g.,

\[
\text{\textit{killed1}}( \text{\textit{qterm}}(\lambda P_1[\forall x_1(\text{\textit{soldier1}}(x_1) \supset P_1(x_1))]), \\
\text{\textit{qterm}}(\lambda P_5[\exists x_5(\text{\textit{witch1}}(x_5) \land P_5(x_5))]))
\]

The scoping algorithm works by recursively traversing such a translation, applying some qterms to the matrix and putting the others into an ordered store; decisions
about what to apply and what to store (and in what order) are made nondeterministically; subsequent traversals make different patterns of decisions, thus generating multiple readings. Scoping is thus done after parsing and semantic translation, with the immediate advantage that finding alternative readings only requires re-traversing the translation; it does not require any re-parsing. But, using ordered stores is the key to avoiding multiple derivations of the same translation: we can ensure that the only stores that get built are those that will give different readings from the readings obtained by immediate application of the qterm to the matrix. The further reading section points to full presentations of these algorithms.

Perhaps the ‘ideal’ solution is to abandon the requirement that all readings be found, and require instead that only one reading (the most preferred one) is computed. In this case, only one pattern of retrieval decisions need be made, this pattern being determined using pragmatic and non-linguistic knowledge. Unfortunately, this proposal asks too much of our current understanding of the factors that determine a contextually-preferred reading.

**Soundness and completeness**

The algorithm we have presented is not sound (it produces incorrect readings) and is not complete (it does not produce all readings). The introduction of optionality of retrieval (or its equivalent once translations have all been computed) remedies the incompleteness. The unsoundness arises when we introduce into the grammar rules that allow NP modifiers and complements that contain other NPs. The example of this that we have introduced in this chapter is modification of an Nbar by a PP.

As we have seen, if a sentence contains \( n \) quantified noun phrases, then our simple approach produces \( n! \) readings. However, a sentence such as sentence (17)

\[
(17) \quad \text{“Every soldier in a battalion killed some witch.”}
\]

while it has three quantified NPs, has only five and not six (3!) readings. Disallowed, for example, is the following reading in which the translation of “every soldier” has widest scope, that of “some witch” has next widest and “a battalion” has narrowest scope (i.e. the reading in which there is a different battalion not only for each soldier but also for all the witches):

\[
\forall x((\text{soldier}1(x) \land \text{in}1(x,y)) \supset \exists z(\text{witch}1(z) \land \exists y(\text{battalion}1(y) \land \text{killed}1(x,z))))
\]

You will note that the first occurrence of variable \( y \) is free: that this variable is not getting bound properly renders this reading incorrect.

Similarly, sentence (18)

\[
(18) \quad \text{“Some soldier in every company in most battalions killed a few witches of each coven.”}
\]

while it has five quantified NPs, has forty-two, not 120 (5!), readings. Illegitimate translations will again be ones with free variables in them.

Sentences (17) and (18) contain NPs that are embedded within other NPs (in this case by virtue of being within a PP that is part of the NP, although NPs within relative clauses cause similar problems). For example, in “every soldier in a battalion”, the
"a battalion" is embedded within the larger NP. When an ‘embedded’ quantified NP translation is stored and not immediately retrieved again, i.e. it gets ‘lifted’ or ‘raised’ over its dominating NP, this ‘embedded’ NP’s translation must receive wider scope than the NP in which it was embedded. Given what we know about how the order of application affects scope (the later a translation is retrieved, the wider its scope), it follows that the ‘raised’ NP translation must be retrieved after that of the NP that dominates it. As we have seen, if this does not happen, we are left with a translation in which binding of variables does not happen properly: an occurrence of a variable is not ‘captured’ by the quantifier and so remains free in the final scoped translation.

The obvious way of eliminating these spurious readings is to throw away those which have free variables in them. However, this makes the concern we raised earlier about the status of the logic translations more acute: the logic translations, which were once a mere convenience, will have become indispensable to a proper treatment, i.e. you can only get your final set of readings for the sentence by considering a syntactic property of the translations.

However, there is an alternative to checking this syntactic property. We can add more structure to the contents of the stores, this extra structuring being sufficient to prevent the illegitimate retrieval orders. Effectively, items in store will no longer comprise two components (the NP translation and a free variable), but will comprise three components: the NP translation, the free variable, and the store of the constituents of the NP (i.e. the union of the Det and nominal constituents). Hence, store contents created for subconstituents of NPs (particularly, e.g., for modifiers and complements that contain other NPs) will be nested within the item stored for the parent NP.

Specifically, for a rule such as $\text{NP} \rightarrow \text{Det Nbar}$, we get the following:

\[
\begin{align*}
\text{English syntax} & \quad \text{Matrix rule} & \quad \text{Store rule} \\
\bullet \quad \text{NP} \rightarrow \text{Det Nbar}; & \quad \text{NP}' = \lambda P[P(z)] & \quad \text{NP}'' = \{\langle \text{Det}'(\text{Nbar}'), z, \\
& \quad \text{Det}'' \cup \text{Nbar}'' \rangle\}
\end{align*}
\]

When retrieving items, we must now remember to ‘unpack’ the nested stores. Specifically, if the store $S''$ contains an item $\langle \text{NP}', z, \text{NestedStore} \rangle$, to retrieve this item, we compute $\text{NP}'(\lambda z[S'])$ as before, but the store that remains after doing so is now:

\[
(S'' - \{\langle \text{NP}', z, \text{NestedStore} \rangle \}) \cup \text{NestedStore}
\]

(where $-$ is the symbol for set difference), i.e. it is the original store less the retrieved item but with the nested store now augmenting the stored items; all these items are now available themselves for retrieval. You can see that this enforces the constraint that the ‘raised’ NP translation is retrieved after (and, therefore, receives wider scope than) that of the NP that dominates it.

In practical implementations, nested Cooper storage is rarely used. It is more common to ignore theoretical concerns and simply compute all the readings that result from all the orderings and then throw away those that still have free variables in them.

A remaining issue that affects soundness and completeness is that of the quantification of event variables. Consider the following sentence:

(19) "Every soldier died."
CHAPTER 2. THE SEMANTICS OF QUANTIFIED NOUN PHRASES

We must consider whether this has two readings, as follows:

\[ \forall x (\text{soldier}(x) \supset \exists e \text{ died}(e, x)) \]

\[ \exists e (\forall x (\text{soldier}_1(x) \supset \text{died}_1(e, x))) \]

In the first reading, there is a possibly different dying event for every soldier; in the second reading, there is one dying event, in which every soldier died (some form of mass suicide perhaps). It is the first of these readings that would be produced by the semantic translation rule that we gave earlier: \( S' = \text{NP}'(\lambda x [\exists e ((\text{VP}'(x))(e))]) \). We can easily enough obtain the other reading by using an alternative rule \( S' = \exists e (\text{NP}'(\lambda x [\text{VP}'(x)])(e))) \).

However, we need to consider how quantification of the event variable interacts with the quantification arising from the occurrence of multiple quantified NPs in the sentence. For example, given that the following sentence

(20) "Every soldier killed many witches."

has three sources of quantification (the two NPs and the existentially quantified event variable), we must ask: does this sentence have six (= 3!) readings? We leave this question unanswered and will not sketch the modification to Cooper storage that might compute these scopings.

Preferred quantifier scopes

Up to now, we have concentrated on the computation of all legitimate readings of scope ambiguous sentences. In this subsection, we very briefly discuss preferred readings of scope ambiguous sentences. The presentation of this material is heavily influenced by Moran (1988).

As with all disambiguation, a major factor is the use of pragmatic (i.e. contextual) and non-linguistic (i.e. domain and world) knowledge. For example, in the following sentence, structural preferences (see below) predict one reading, but pragmatic and non-linguistic knowledge overrides this structural preference (or, at least, bring it into question).

(21) "Macbeth killed every soldier that defended a town."

In (21), the structural preferences (below) probably predict a reading in which the universal outscopes the existential. However, it is common (world) knowledge that many soldiers defend some town or another during their careers. By the pragmatic principle that an utterance should be neither less nor more informative than is required by the purposes of the discourse, we can conclude that if "a town" receives narrow scope relative to “every soldier” and therefore tells us little that our world knowledge does not already let us conclude, then it would contribute too little to the discourse to justify it having been uttered. And so, we find ourselves entertaining the alternative reading, in which the existential outscopes the universal: Macbeth killed every soldier who defended a particular town.\(^{27}\)

\(^{27}\)Sometimes the structural preferences can be very strong. This presumably is what accounts for the punning nature of the sentence “A woman in the U.S. gives birth every five minutes”).

Of course, it is probably most normal for structural preferences and pragmatic and non-linguistic knowledge to make concurring predictions.
2.6. SCOPE AMBIGUITY

We will not consider how pragmatic and non-linguistic knowledge are brought to bear. This is a difficult question leading into wider issues in knowledge representation and reasoning; how to do it efficiently and integrate it with linguistic processing remain largely open questions. Instead, we present some ‘structural’ preferences that might operate by default in the absence of preferences from pragmatic and non-linguistic knowledge. It should be stressed that these are heuristics (rules of thumb) and not absolute constraints on quantifier scoping.

A simplification that makes presentation of this material more straightforward is to split the heuristics into two: those that give a preference ordering to a store of NP translations, and those that guide the decision about whether the translation of an NP that is embedded within some other NP should be ‘raised’ or not.28

Given a store of NP translations, we want to carry out a pairwise comparison of the translations to determine an ordering such that if NP translations are retrieved and applied in accordance with that ordering the readings will be produced in order of decreasing preference. We present three main criteria by which translation NP'_i might be preferred to outscope translation NP'_j:

- Determiner strength. English determiners have been assigned ‘strengths’, and it is claimed that there is a preference for the translation of the NP with the stronger determiner to outscope the translation of the determiner with the weaker determiner. Proposed strengths include:

  “each” > (e.g. “who”, “what”, “which”) > “every” > “all”, “some”, “some”, “a”

- Logical strength. There is a preference for the logically weakest interpretation. One translation is logically weaker than another if it is true in more models than the other. Thus, of the two translations:

  \[ \forall x(\text{soldier}1(x) \supset \exists y(\text{witch}1(y) \land \text{killed}1(x,y))) \]

  \[ \exists y(\text{witch}1(y) \land \forall x(\text{soldier}1(x) \supset \text{killed}1(x,y))) \]

  the \( \forall \exists \) translations is preferred to the \( \exists \forall \) translation. The \( \forall \exists \) translation is true in more models (indeed, it is true in every model in which \( \exists \forall \) is true and further models too).

- Surface order. Scopings that preserve the surface order of the corresponding determiners in the sentence are preferred. There is often the suggestion that this heuristic is stronger than the previous two. Consider, for example, sentences (22) and (23):

  \( (22) \) “Every soldier killed a witch.”

  \( (23) \) “A witch was killed by every soldier.”

28As per footnote 25, we continue to ignore other sources of scope ambiguity such as verbs that translate as modal or intensional operators. But, we note that heuristics have been adduced to account for the likelihood that an NP translation from the complement of such a verb will outscope the operator. See Moran (1988) for some of these.
By determiner strength and logical strength, the preferred readings of both sentences are the same, with the universal outscoping the existential. But, our intuition suggests a preference for the other reading for sentence (23), and this is predicted by having the surface order preference win out.

Other, more idiosyncratic heuristics have been proposed; for example, the length of the NP might play a part: long indefinite NPs tend to take wide scope.

Implementing the above heuristics might require that additional elements be stored along with NP translations, e.g. the determiner or some numerical representation of its strength to allow for implementation of the determiner strength heuristic, and the surface position of the NP in the original input string to allow for implementation of the surface order heuristic.

As we have seen, an NP that is embedded within a complement or modifier of some other NP may be ‘raised’, in which case it must receive wider scope than the NP translation of the NP that dominates it. Heuristics have been proposed for determining when ‘raising’ is preferred.

Some argue that the preference is always for ‘raising’ the NP. However, it has also been argued that some constituents, referred to as scope islands, strongly prefer that translations of embedded NPs not be ‘raised’. Relative clauses are putative examples of scope islands. Perhaps most appropriate is a ranking: NPs from PP modifiers are more likely to be ‘raised’ than those from reduced relative clauses and these, in turn, are more likely to be ‘raised’ than those from (full) relative clauses. For the following examples,

(24) “A soldier near every witch laughed.”

(25) “A soldier liked by every witch laughed.”

(26) “A soldier who was liked by every witch laughed.”

according to the preferences, it is most likely that the universal outscopes the existential in (24) and least likely in (26), with (25) being more neutral.

Another very strong preference is not to ‘raise’ an NP across more than one major clause boundary. What this means is that a stored NP ought to have been retrieved at or below its closest dominating S node, and must have been retrieved at or below the second closest S node: there is a preference for discharge at S, but if this is not done, it ought to be done at the next S up, and should not be left to Ss higher than this.

Finally, note that determiner strength may change when an NP is ‘raised’. Specifically, less deeply embedded ones tend to outscope more deeply embedded ones, even where this contradicts the normal strength relation.

A discussion of preferred readings in particular and scope ambiguity in general would not be complete without mentioning an alternative position. Determining an intended quantifier scoping is extremely difficult. There is an opinion that in at least some cases even human discourse participants do not disambiguate scope ambiguous sentences. Consider:

---

29 This example is taken from Mitchell Marcus’s commentary on Pulman (1987).
(27) “A simple pharmacological test showed each of the drugs to be psycho-active.”

You understand this sentence well enough. But you would find it difficult if not impossible to answer the following question: was the same test used for every drug or was a possibly different test used for every drug? For this you would need to disambiguate the sentence’s scope ambiguity. You would have no trouble, on the other hand, in answering the following question: do you want to feed the drugs to your dog? The answer depends on your attitude to your dog. Similarly, it would be possible to translate (27) into another natural language without resolving the ambiguity, provided that the target language exhibits similar scope ambiguities to those found in English, so that the ambiguity could be preserved in the translation. This suggests that full disambiguation is not needed for many language tasks (such as answering certain questions, performing certain translations): we can work with a single, ambiguous representation. This raises the challenge of developing meaning representation languages (logics) that can preserve certain natural language ambiguities, still have a suitable model-theoretic interpretation and allow some reasoning to be carried out (particularly subsequent disambiguation should more information come to light). These languages offer underspecified representations. There is a growing body of literature that addresses the challenge of defining such representations (see the further reading section). Their use will be mentioned several times in the next chapter.

2.7 Summary

- Quantified noun phrases comprise a determiner and a nominal expression, the determiner quantifying the number of individuals being referred to, and the nominal expression restricting the quantification to only those individuals which the nominal denotes.

- A logic, whose syntax and semantics includes quantifiers and connectives, can be defined as a suitable target in a translation from English that contains quantified NPs. An appropriate translation of these NPs and their constituents requires that the logic be a higher-order one.

- Quantified NPs denote sets of sets of individuals. This semantic type can also be given to NPs that comprise simple names.

- Generalised quantifier theory offers a treatment of a wide range of determiners and the statement of a number of linguistic universals.

- In type-raising, an argument expression is changed into a function-denoting expression which takes the former functor as argument. An amount of type-raising is necessary to incorporate quantified NPs into the semantic translation rules of the grammar. A particularly uniform approach is to type-raise all verbal categories so that they can continue to take NP denotations as their arguments.
• An event semantics, in which the ontology of the logic is extended by events, which are the denotations of individual constants and variables, gives a simple, first-order treatment, with appropriate entailment relationships between different sentence translations, for some cases of verb phrase modification. This semantics can also easily incorporate a treatment of thematic roles, which show the roles that different objects play in the events described by sentences.

• Where a sentence contains multiple quantified NPs, it is likely to be scope ambiguous. Scope ambiguities can be seen as forms of structural or semantic lexical ambiguity or as a separate type of ambiguity.

• Cooper storage offers an elegant solution to the computation of the multiple readings of scope ambiguous sentences: NP translations are put ‘on ice’ when originally formed and then applied at some later point to the translation of the S, the order of application determining the scoping of the resulting translation.

2.8 Further reading

The origins of the material covered by this chapter, as with those of the material covered by the previous chapter, are in the work of Richard Montague, collected in Montague (1974). Some of the best textbook treatments of the semantics of logics that include quantifiers (and therefore need to make use of value assignments) are the textbooks that also contain material on the semantics of quantified NPs, e.g. Dowty et al. (1981), Chierchia and McConnell-Ginet (1990), Partee et al. (1990), Gamut vols. I and II (1991) and Cann (1993).


The determiners “the” and “a” require special mention in this section. NPs in which the determiner is “the” are among the NPs referred to as definite NPs; those in which the determiner is “a” or “an” are among the NPs referred to as indefinite NPs. Both of these have long posed special problems. It is common to translate them using the existential quantifier:

<table>
<thead>
<tr>
<th>English</th>
<th>Logic</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;A king died&quot;</td>
<td>( \exists x (\text{king}1(x) \land \text{died}1(x)) )</td>
</tr>
<tr>
<td>&quot;The king died&quot;</td>
<td>( \exists x (\text{king}1(x) \land \forall y (\text{king}1(y) \supset x = y) \land \text{died}1(x)) )</td>
</tr>
</tbody>
</table>

The extra conjunct, \( \forall y (\text{king}1(y) \supset x = y) \), constrains the sentence to be true when there is only one king (it says that if anything else is a king, then it must be the same as \( x \)), which is commonly held to be a part of the meaning of definite (singular) NPs.\(^{30}\)

---

\(^{30}\)Note though that some contextual-dependence is needed: there need not be only one king in the whole universe, just one contextually salient king; and, note also that there are many researchers who would regard this uniqueness constraint as pragmatic in nature, and therefore would not include it in the semantic translation above.
The issues that surround the semantic and pragmatic treatment of definite and indefinite NPs and related constructions are manifold and complex. The two main approaches are associated with Russell (e.g. 1905) and Strawson (e.g. 1950). The discussion is part of a wider one on the notion of ‘presupposition’. The following references cite computational treatments of presupposition (and hence of definite NPs); these will refer you to other sources in the linguistics and philosophy literature: Bridge (1991), Gunji (1981), Mercer (1987), and Weischedel (1979). Discourse Representation Theory (DRT) is a model-theoretic semantics that differs from the one presented in this book whose development has been partly driven by an attempt to give a satisfactory account of the meaning of definite and indefinite NPs, see, e.g., Kamp (1981).

We presented four solutions to the problems of incorporating quantified NPs into a grammar in which they appear both as subject and object NPs. Solution (1) (‘re-arranging’ the translation of the transitive verb) is presented in Prolog by Pereira and Shieber (1987); solution (2) (type-raising the object NP) is described in van Benthem (1986) with reference to Geach (1972); solution (3) (type-raising transitive verbs) is Montague’s solution and is presented in textbook form in Cann (1993); solution (4) is the one adopted in Generalised Phrase Structure Grammar (Gazdar et al. 1985).

Much more could have been said on the subject of type-raising and type-shifting in general. A discussion of a family of NP types (type e for ‘referential’ uses, type ⟨e, t⟩ for ‘predicative’ uses and type ⟨⟨e, t⟩, t⟩ for ‘quantified’ uses) is given by Partee (1986). Other references include Partee and Rooth (1983) and van Benthem (1986).

This still leaves many issues in the semantics of NPs that we have overlooked. For example, we have said nothing of bare nominals, i.e. nominal expressions without determiners. These include singular mass nouns (e.g. “Tea is nice with lemon”) and plural count nouns (e.g. “Dogs attack when provoked”); for these, see, e.g., Bunt (1985), Hoeksema (1983), Link (1983), Pelletier (1984), Scha (1981), Strzalkowski and Cercone (1989) and van Eijk (1983). Our treatment of modifiers (adjectives and PPs) is naïve and incomplete (e.g. we have excluded discussion of possessives, relative clauses, nominal compounds, etc.). Broader, slightly more sophisticated computational treatments can be found in Alshawi (1992).

The idea of event semantics is introduced by Davidson (1967) and is comprehensively covered in Parsons (1990). See also the papers, including one by Parsons, in LePore and McLaughlin (1985). A neat statement of the compositional construction of logical translations in event semantics, including some interesting treatments of adverbial modification, is given by Pulman (1989). The issues raised are situated in wider discussions of ontology and representation in, e.g., Moore (1981) and Hobbs (1985). Topics in the interpretation of PPs as VP modifiers can be found in Cresswell (1985). Thematic roles were proposed by Fillmore (1968); a catalogue of roles suitable for NLP purposes is given in Boguraev and Spärck Jones (1987).

The best of the early computational work on scope ambiguity is that of Woods (1978). Polystratal theories of grammar and the solution they offer to the problem of computing multiple readings for scope ambiguous sentences are described in Chierchia and McConnell-Ginet (1990) and May (1985). Cooper (1983) presents Cooper storage in full (though the presentation does not mediate assignment of denotations with logic). Hobbs and Shieber (1987) give sound and complete but efficient programs in Prolog and Lisp based on Cooper storage. A simpler version of the algorithm is given,
in Prolog, in Pereira and Shieber (1987), but this version does not prevent spurious readings from being produced for NPs embedded in the complements and modifiers of other NPs. The style of Cooper storage described in this chapter is akin to methods used by Pollack and Pereira (1988), and Pereira and Pollack (1991), and in the grammar theory known as Head-driven Phrase-Structure Grammar (HPSG), Pollard and Sag (1994). Nested storage is described in Keller (1988). Pereira (1990) proposes that spurious readings can be ruled out by constraints on function application and abstraction (see also König (1991)).

The best account of the preferences that operate in disambiguating scope ambiguous sentences is Moran (1988), a version of which appears as a chapter in Alshawi (1992). See also Hurum (1988).

As we mentioned in the body of the chapter, there is a growing amount of work on meaning representation languages that preserve ambiguities. A sample of this literature includes Hobbs (1983), Bunt (1984), Harper (1992), Alshawi (1990), Alshawi & Crouch (1992), and Reyle (1993), (1995).
Chapter 3

References

We use the following abbreviations in what follows:

**AAAI:** Annual Conference of the American Association for Artificial Intelligence;

**ACL:** Meeting of the Association for Computational Linguistics;

**ACM:** Association for Computing Machinery;

**COLING:** International Conference on Computational Linguistics; and

**IJCAI:** International Joint Conference on Artificial Intelligence.
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