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Abstract—This article presents the implementation of a self-
replication algorithm in a Field Programmable Gate Array
(FPGA). Whereas previous research on self-replication has been
mostly limited to theoretical examples and small problem sizes,
this work shows how the Tom Thumb self-replication algorithm
can be extended to take into account realistic FPGA architectures
and representative processor-scale digital logic circuits.

To achieve this objective, the algorithm was implemented
within the POEtic tissue, a programmable logic device for bio-
inspired systems, and a dedicated processor, based on the MOVE
paradigm, was developed. Starting from a single processor, the
self-replication process can be used to generate an arbitrarily
large array of identical processors that then differentiate to
realize a given application. In this article, this process is demon-
strated through a four-processor system that implements a simple
counter. The ultimate goal of this research is to demonstrate
how a bio-inspired approach can exploit self-replication to tackle
the complexity and high fault rates of next-generation electronic
devices.

Index Terms—Self-replication, FPGAs, bio-inspired hardware.

I. INTRODUCTION

HE self-replication of computing systems is an idea that
dates back to the very origins of electronics: in the 1950s,
John von Neumann was among the first to investigate the
design of processor-scale computing devices capable of self-
replication [1] [2] with the goal of obtaining reliability through
the redundant operation of many copies of the original device.
Since von Neumann’s ground-breaking work, research on
self-replicating computing machines has gone through several
phases, but, in general, interest in applying self-replication
directly to electronic hardware waned because of technological
hurdles. In recent years, the introduction of programmable
logic devices such as FPGAs has revitalized the field of
biologically-inspired hardware by allowing (at least in theory)
the run-time modification of hardware. The physical processes
that underlie the operation of organisms in nature remain
unattainable in electronic devices, but they can be approxi-
mated by altering the configuration of a programmable device.
However, practical applications of the self-replication pro-
cess to electronics remain almost non-existent, probably due
to the considerable amount of hardware overhead that is
inevitably associated with their implementation.
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On the other hand, some of the motivations that led von
Neumann to study self-replication are beginning to re-surface
among researchers faced with design and robustness issues
in next-generation electronic devices. The vast amount of on-
chip resources that will be available in the next few decades,
either by further shrinking silicon fabrication processes or by
the introduction of molecular scale devices, together with the
predicted features of such devices (e.g., high fault sensitivity),
will introduce layout and fault-tolerance issues that cannot be
solved using current design methodologies [3] [4] [5].

In this context, the usefulness of a self-replication process
that allows a complex circuit to automatically replicate within
a programmable substrate is fairly obvious:

¢ as biological organisms grow from an initial cell to a
complete adult, so large arrays of cellular computing
elements could exploit self-replication to grow in the
programmable substrate, rather than being completely
specified at design time;

o faced with faults in the substrate, a growth process could
be able to avoid faulty areas, while the redundancy that
is an automatic result of self-replication can potentially
allow the circuit to self-repair in the case of online faults.

To demonstrate the feasibility of self-replication in the
context of complex electronic circuits, however, it is necessary
to take into account several practical issues, such as the
hardware overhead and the efficiency of the mechanisms
involved, and advance beyond the “toy” examples that have
been traditionally used to illustrate this process. This article
describes the process whereby a recently-developed algorithm
was adapted to implement self-replication within a real-world
programmable device and applied to a system consisting of
four dedicated processors. While still simple, this system is
much more complex than any circuit to which self-replication
has been applied to date and exploits mechanisms and archi-
tectures that can be easily scaled to larger systems.

After a background on some of the historical approaches
to self-replication in section II, section III presents the basic
operation of the Tom Thumb Algorithm on a minimal example.
The FPGA substrate that has been used to implement the self-
replication process is illustrated in section IV and in section V
the architecture of the self-replicating processors is defined.
Section VI describes the modifications made to the basic Tom
Thumb algorithm and to the FPGA to efficiently implement
self-replication. Finally, section VII deals with the imple-
mentation of the self-replication process. A closing section
(VIII) will introduce future directions and a discussion on the
possibilities of the proposed approach to self-replication.



II. A SHORT BACKGROUND ON SELF-REPLICATION

The self-replication of computing machines has a long
history, punctuated by relatively few milestones. The following
is a brief outline of the main approaches used to study this
process, ranging from von Neumann’s original ideas to some
of the latest results in the area.

Of course, it should be mentioned that the concept of self-
replication has been applied to artificial systems in contexts
other than computing. A classic example is the 1980 NASA
study by Robert Freitas Jr. and Ralph Merkle [6] (recently
expanded in a remarkable book [7]), where self-replication
is used as a paradigm for efficiently exploring other planets.
However, the self-replication of physical machines rather then
computing systems is beyond the scope of this article and
this short background will not extend to cover this kind of
approaches.

A. Von Neumann’s Universal Constructor

Multicellular organisms are among the most reliable com-
plex systems known to man, and their reliability is a conse-
quence not of any particular robustness of the individual cells,
but rather of their extreme redundancy. One of the basic mech-
anisms which provides such reliability is cellular division, i.e.,
self-replication at the cellular level. Von Neumann, confronted
with the lack of reliability of the computing systems he was
designing, turned to this mechanism to find inspiration in the
design of fault-tolerant computing machines.

In particular, Von Neumann [2] investigated self-replication
as a way to design and implement digital logic devices and
attempted to develop an approach to the realization of self-
replicating computing machines (which he called artificial
automata, as opposed to natural automata, that is, biological
organisms).

Using cellular automata (CA) as a framework, von Neumann
realized the first self-replicating system. Based on a 29-
state CA, his approach centered on a Universal Constructor
(a machine capable of building any other machine, given
its description) composed of two parts: a tape containing
the description of the cellular machine to be built and the
constructor itself, a complex structure capable of reading
the tape and building the corresponding machine. Given a
description of itself, the machine was then able to create copies
of itself, first interpreting the contents of the tape and then
copying the tape to the new machine. Coupled with a (possibly
universal) Turing machine, the approach conceptually allowed
the self-replication of computing systems of arbitrary size and
complexity (Figure 1).

Never meant to be implemented in actual hardware, von
Neumann’s Universal Constructor is an extremely complex
machine. A recent estimate by W.R. Buckley [8] places
the size of the machine (without the Turing machine) at
approximately 800K cells, with a 12M cells tape. Obviously,
in spite of the considerable theoretical power of this approach,
its complexity prevents its use from a practical standpoint.

B. Langton’s Loop

A second stage in research on self-replication was opened
by C. Langton in 1983 [9]. In order to reduce the complexity
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Fig. 1: Von Neumann’s Universal Constructor (Uconst) can
replicate itself and an arbitrary (potentially universal) com-
puting machine (Ucomp) given the description D of the two
machines.

Fig. 2: The initial configuration of Langton’s Loop.

of the process, he dropped the universal construction and
universal computation ability of the von Neumann system and
proposed a simple self-replicating machine in the form of a
loop (Figure 2), also implemented as a cellular automaton,
based on a constructing arm and on a looping replication
program.

Unlike von Neumann, who was interested in self-replication
from the standpoint of circuit design, Langton’s research
was aimed at studying the application of life-like properties
to computational structures and his goal in developing his
approach was to determine the smallest automaton capable
of self-replication. Further improvements to the machine led
to smaller versions of the original loop [10] [11] resulting
in smaller self-replicating structures, but all these systems,
because of the context in which they were studied, lack any
computational capability.

More recently, some attempts have been made to redesign
Langton’s loop in order to embed calculation possibilities.
Tempesti’s loop [12] is thus a self-replicating automaton, with
an attached executable program that is duplicated and executed
in each of the copies. Perrier and al. [13] proposed a self-
replicating loop showing universal computational capabilities.
This system consists of three parts, loop, program, and data,
all of which are replicated, followed by the program’s exe-
cution on the given data. However, the complexity of these
approaches, while considerably smaller than von Neumann’s
Universal Constructor, remains too great to be considered
useful in the context of electronic hardware.



C. Other CA-based approaches

All of the approaches mentioned above share the common
process of self-replicating through the interpretation of a
sequence of building instructions. Some examples of self-
replicating CA, however, exploit a different mechanism, that
of self-inspection: instead of reading and interpreting a de-
scription, the self-replicating automaton inspects itself and
produces a copy of what it finds. While less general than the
universal constructor (obviously, the machine can only build
an exact copy of itself), this approach is more versatile than
Langton’s loop, as structures of (almost) any size and shape
can replicate. In practice, however, the best-known example
of self-inspection is that of a self-replicating loop [14].

Also, while traditionally there has been a very loose connec-
tion between the kind of cellular automata used to study self-
replication and actual circuit design, some researchers have
been trying to close this gap by studying automata that more
closely approach some particular features of digital circuits.
An example is Morita and Imai’s study of self-replication in
the context of reversible cellular automata [15] (in a reversible
CA, every configuration has at most one predecessor), inspired
by reversible logic in digital circuits.

Similarly, Peper et al. [16] [17] have developed self-
replicating structures in Self-Timed Cellular Automata
(STCA). This kind of automata do not rely on a global
synchronization mechanism to update the states of the cells,
but rather the state transitions only occur when triggered
by transitions in neighboring cells. The basic assumption in
this work is that STCA is a model that might more closely
resemble molecular-scale nanoelectronic devices.

D. Self-replication in electronic devices

As seen above, throughout its long history, cellular au-
tomata have remained the environment of choice to study
how self-replication can be applied to computing systems.
However, in general, researchers in the domain (including
von Neumann) have never regarded CA as the environment
in which self-replication would be ultimately applied. Rather,
CA have traditionally provided a useful platform to test the
complexity of self-replication at an early stage, in view of
eventually applying this process to real-world systems, either
to electronics or, more generally, to computing systems.

Approximating a self-replication process in an electronic
device, however, required the introduction of programmable
circuits, where the physical construction that occurs in nature
can be replaced by an information-based process. In practice,
self-replication in hardware has been implemented, without
exception to our knowledge, as the copy of a partial configu-
ration of a programmable device.

One of the simplest approaches that exploits this kind
of setup is configuration cloning [18], based on a simple
replication of the configuration of part of an FPGA in order
to create multiple copies of the same subsystem. In this case,
of course, no self-replication occurs, since the configuration
process is controlled by an external entity. As the external
controller still needs to sequentially program the entire circuit,
most of the advantages of self-replication are lost.
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Fig. 3: 2x2 Cell Matrix Grid. Each cell, which has two inputs
and two outputs per edge, is connected with its four direct
neighbors.

A variation on the same approach, closer to self-replication,
was developed by our group in the late 1990s [19] [20],
with an emphasis on self-repair. In this system, applied to
a very fine-grained custom FPGA, a tiny cellular automaton
is used in a first step of the replication process to subdivide
the programmable circuit into blocks of arbitrary size (corre-
sponding to the circuit to be replicated). In a second step, an
external entity injects a single copy of the configuration of the
block, which is automatically replicated so as to completely
fill the device. While more versatile than configuration cloning
(the automaton does not require external control and the
configuration of the device occurs in parallel rather than in
series), the approach still requires a relatively complex grid
of global connections and an external synchronization, which
again limit the advantages of self-replication.

The system that, to date, probably best exploits self-
replication in the framework of electronic devices is the Cell
Matrix system [21] [22]. Cell Matrix is a fine-grained recon-
figurable device composed of a collection of identical elements
(referred to as cells) placed on the edges of a two-dimensional
regular grid. Each cell in the grid is interconnected with its
four cardinal neighbors and contains a lookup table, which is
used as a truth table to implement logic functions. Each cell
can exchange information with its four neighbors, and it uses
(as a cellular automaton) its four inputs and its lookup table
to define the value of its four outputs.

Unlike the systems presented above that have to be con-
trolled by an external computer in order to achieve self-
replication, cells of Cell Matrix circuit can self-replicate
autonomously. Each cell is at the same time configurable and
can configure other cells without any external input command.
This feature is called self-duality. In order to implement self-
duality, a cell has to operate in two independent modes: D-
mode and C-mode. In D-mode the cell’s lookup table processes
the four input signals in order to generate output signals,
whereas in C-mode the input data is used to fill up (configure)
or re-write (re-configure) the lookup table of the cell.



Using self-duality, arbitrarily complex structures can self-
replicate within the circuit. Cell Matrix is an accomplished
system that has been shown to work well, but is hindered both
by the non-conventional structure of the cells (the approach
cannot easily be generalized to arbitrary programmable logic
architectures) and by the very large overhead required by
self-replication, since as in von Neumann’s approach the
construction process relies on a description of the machine
to be built that is in fact much larger than the machine itself.

More recently, another algorithm was proposed to achieve
self-replication of arbitrary structures in programmable logic.
The Tom Thumb algorithm [23] [24] borrows from Langton
and his successors the concept of loop, but was designed to
be implemented in silicon. Potentially, the algorithm could be
used to replicate any structure within a programmable device,
following a simple systematic methodology, but so far its oper-
ation has been described only for trivial, illustrative examples.
This article shows how the algorithm was extended and applied
to a real-world programmable logic device, demonstrating how
it can be used for the self-replication of complex circuits.

III. THE TOM THUMB ALGORITHM

This section introduces the basic behavior of the Tom
Thumb algorithm, designed to enable self-replication in pro-
grammable logic. Developed in the context of a more general
bio-inspired approach, the Embryonics project [20], which
ranges from logic gates to massively parallel arrays of proces-
sors, the algorithm requires a shift in terminology compared
to the traditional CA-based approaches.

In particular, examining in some detail the approaches
described in the previous section from the standpoint of
biological inspiration, it can be claimed that both the tape of
von Neumann’s Universal Constructor and the data circulating
in the self-replicating loops bear some resemblance to the
genome present in every cell in a biological organism. A single
instance of the constructor (or loop) can then be seen as a cell,
which conflicts with the terminology used in cellular automata,
where a cell is the basic element of the array.

Therefore, in the rest of this article, the terms “cell” and
“molecule” will be used in a way that corresponds more
closely to their biological definitions. The cell will be defined
as the smallest part of a living being which carries the
complete blueprint of the organism, i.e. the genome, and will
represent the unit within the system that can replicate itself. In
this case, it will represent a small, dedicated processor. Each
cell will then be implemented by an array of “molecules”,
which in this case represent the basic programmable elements
of an FPGA. As will be shown, the Tom Thumb algorithm
bears a strong resemblance to a cellular automaton (in fact,
the algorithm could be implemented using a conventional CA,
but to avoid confusion this terminology will not be used).

To complete the terminology used within the Embryonics
approach, the term “organism” indicates a complete comput-
ing system composed of several cells working together (i.e.,
an application-specific array of processors), while the term
“population” (not used in this article) refers to a set of several
organisms. The complete 4-level hierarchy of complexity is
shown in figure 4.
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Fig. 4: The four hierarchical levels of the Embryonics ap-
proach.

A. Basic structure

The basic operation of the Tom Thumb algorithm can be
illustrated by means of a minimal cell composed of four
molecules, which grows and then divides to spawn two
daughter cells. This simple example is sufficient to define
the mechanisms that the basic molecule has to implement to
enable the self-replication of the cells.

For this example, a molecule is defined as a basic pro-
grammable logic element with no functionality. That is, the
element consists simply of a memory to store a minimal
configuration, which is not used for any purpose except to store
a unique number. Because of the operation of the algorithm,
the configuration of the molecules must be stored in a set
of shift registers: while obviously more expensive in terms
of surface compared to other solutions, this kind of memory
storage has the fundamental advantage of allowing data to
move easily within the programmable substrate, a necessary
condition for a self-replicating process to take place.

The purpose of the self-replication of a mother cell in
the context of a programmable logic substrate is to replicate
the configuration data of its molecules at a different location
within the substrate, creating identical copies of the mother
cell. The Tom Thumb algorithm enables such a behavior if the
cell and the molecules have the following characteristics: first
of all, a configuration path has to be defined inside the cell in
such a way that the configuration registers of the molecules are
connected in a loop that goes through each of the molecules
of the mother cell. A path of this type that is valid for a
cell composed of four molecules is shown in the figure 5(a).
This requirement is also the reason why the minimal cell that
can replicate using the algorithm has to be composed of four
molecules, organized as a square of two rows by two columns.

The second requirement of the algorithm is that each
molecule, in addition to its configuration, must contain a
flag indicating the direction of the configuration path (the



=
J

o1 2[]3
(e

Fig. 5: Basic Tom Thumb information and genome

arrows in figure 5(b)). Additionally, the flag information must
indicate which molecule is placed at the beginning of the loop
(arbitrarily defined as the lower left corner), shown with a
circle in figure 5(c), and which molecules will be used to
send out the data required for the creation of the daughter
cells, shown with black rectangles in the same figure.

Taking into account that the configuration of the molecules
is defined by the numbers 1 to 4 in figure 5(d), it results
that the minimal cell implementing the algorithm is entirely
defined by the configuration bitstream shown in figure 5(e).
This bitstream, which represents the genome of the cells, is
composed of eight packets, four of them containing the flags
and the other four used to define the configuration data.

Finally, the molecules must be able to store two copies of
their configuration data and flag. The first copy will be used as
the actual configuration, while the second will circulate within
the loop and be used to create the daughter cells.

Roughly equivalent to the double-helix configuration of
DNA in biological cells, this requirement introduces a con-
siderable amount of overhead, but greatly simplifies the self-
replication process (incidentally, a variation of the algorithm,
mentioned in the conclusion of the article, does away with this
duplication, but introduces other complications).

In the minimal example, since each molecule is defined by
two packets of information (the configuration data and the
flag), its configuration memory will have to store four packets
and, in order to fully configure a cell, the bitstream shown in
figure 5(e) will have to be injected twice.

The construction of the first cell, which occurs when the
genome is injected into the substrate from an external loader
will now be illustrated. Then, an explanation of how this first
mother cell duplicates to create copies of itself, i.e. reproduces
itself by configuring daughter cells, will be given.

B. Constructing the mother cell

Note that in the genome represented in figure 5(e), the
first, third, etc. packets always contain flag information (F in
figure 6), while the the second, fourth, etc. packets contain
the configuration data of the molecules (C in figure 6). As
shown in the same figure, each molecule contains four memory
positions able to store the packets. The two positions on
the right of the molecule will be used to store the fixed
information, i.e. the flag defining the the role of the molecule
in the Tom Thumb algorithm and the actual configuration of
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Fig. 6: Configuration of a single molecule and definition of
the direction of the next molecule in the configuration path.
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the molecule, while the two left positions will be used to
transmit the packets to the next molecule on the construction
path and to contain the second copy of the genome that will
be used for the replication process.

At each time step t,, a packet of the original genome
is shifted and injected in the programmable substrate. For
practical reasons, the bottom-left molecule in the array is
normally considered as the first to be accessed, but of course
(the path being a loop) any molecule can be used to start
the configuration. As the Tom Thumb algorithm relies entirely
on local connections between neighbours, this initial molecule
represents the only injection point where an external connec-
tion is necessary for the configuration of the entire substrate.

When the first, empty molecule receives the first packets,
it shifts them until its two fixed positions (on the right in
figure 6) are filled. During this process, at time ¢3 the molecule
becomes aware of which flag (F) will be stored in its fixed
position, at which point it can establish a new connection
to forward the following packets of the configuration in the
direction indicated by the flag in order to configure the next
molecule on the path. This connection becomes valid one
clock cycle later, i.e. at time 4. At this moment, the molecule
has received its configuration and the flag defining in which
direction the construction will proceed and has created the
appropriate connection path. All further configuration packets
are shifted through the two left memory positions and then
out of the molecule in the direction indicated by its fixed flag.

The molecule that receives the configuration packets be-
haves in the same way and this process repeats itself until each
molecule of the cell has been configured. The entire process,
for the genome of figure 5(e), is shown in figure 7. At times
ts, ts, t12 and t16, new connections are established between
molecules. At time t16, the the configuration loop has closed
and the four molecules of the cell are configured.

Note that, during the construction process, the genome has
been inserted twice. The first copy is memorized in the two
right memory positions of each molecule (fixed memory) and
configures the molecules. In parallel, the second copy shifts
indefinitely through the two left memory positions (mobile
memory) of the molecules following the configuration path.
This second copy of the genome will be used to instantiate
the replication of the cell, as described in the next subsection.

Note also that the flag trapped in the fixed memory positions
of each molecule recalls the pebbles left by Tom Thumb in
the well-known fable to memorize his way, an analogy that
gives the algorithm its name.
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Fig. 8: Pattern of cell replications

C. Self-replication of the mother cell

In order to grow an artificial organism composed of multiple
cells, the Tom Thumb algorithm allows a cell to replicate in
both horizontal and vertical directions, as shown in figure 8,
where cell 1 replicates to construct the cells labeled 2, which
in turn replicate to construct the cells labeled 3. As a result,
a cell is able to trigger the construction of two daughter cells
to its north and to its east.

The first steps of the replication process towards the north
in the minimal example are detailed in figure 9. At time 11,
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Fig. 9: First steps of the cell replication to the north

the upper left molecule of the mother cell receives the first
packet of the configuration. Because it is configured with a
flag indicating that it has to launch the replication to the north
(the black rectangle in the figure), in addition to the direction
of the construction path it establishes a new connection that
will be the start of the replication path to the north.

This new connection becomes active at the next clock cycle,
i.e. at time t19, and the packets of the configuration, in addition
to being shifted to the east following the configuration loop,
are also duplicated and shifted to the north. The molecule that
receives them will behave exactly as the initial molecule for
the construction of the mother cell and begin the construction
of the first daughter cell.

Figure 9 shows the configuration of this first molecule and
the establishment of the first construction path to the north that
will be used to configure the second molecule of the daughter
cell. The replication of the mother cell to the east (not shown)
follows exactly the same process, but starts at time toq4.

Note that after the mother cell has emitted the cell configura-
tion to the north twice, i.e. when it has sent two times the eight
packets of the cell genome at time %93, the daughter cell is fully
configured and has closed the loop of its construction path. As
a result, the replication path to the north can be suppressed
and the two cells will become separate (if identical) entities
ready to operate independently of each other.

D. Hardware implementation

Based on purely local interactions between neighbours, the
Tom Thumb algorithm could be implemented by a canonical
CA. However, while the conventional criteria used in the de-
sign of CA render them notoriously inefficient to implement in
hardware, the algorithm was conceived using a design method-
ology that privileges ease of implementation. The DSCA (for
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Data and Signals Cellular Automata) paradigm [25] defines
the transitions of an element from one state to the next not by
accessing a truth table, but rather as a consequence of a set
of data and signals received from the element’s neighbours. In
particular, at each clock cycle information is sent from each
element to its cardinal neighbors, together with a signal that
indicates if the information has to be processed.

In the Tom Thumb algorithm, the data that needs to be sent
corresponds to the packets, consisting of either a flag or the
configuration data for the programmable elements. In practice,
the size of the packets is determined by the number of required
flags, since the flag information needs to be transmitted within
a single packet. For its basic version (the one that is described
in this section), the flags that are needed to implement the
algorithm are the following: one empty flag that corresponds to
a non-configured register, four directional flags corresponding
to the four arrows that are used to create the construction
path, one start flag indicating the first molecule of the path,
and finally two branching flags identifying the molecules that
handle the replication process. These eight different flags can
be coded with three bits. One additional bit is necessary to
determine the type of packet that a molecule is receiving, in
order to discriminate between flag and configuration packets.
This implies that the smallest size for a packet of the basic
Tom Thumb algorithm is four bits.

Using the DSCA approach, the hardware design of the basic
version of the algorithm is more or less straightforward and
is shown in figure 10 (a more detailed description of the
implementation can be found in [23]). The size of the busses
linking two adjacent molecules has to be at least equal to five
(one bit for the DSCA signal and four bits for the packets).

With a packet size of four bits, the maximum number of
different configurations of the molecules is limited to eight.
Obviously, this number is not sufficient to represent the possi-
ble configuration of a real-world programmable logic device:
the configuration memory of programmable elements typically
ranges from several dozens to hundreds of bits. However, the
example used in this section represents the minimal loop ca-
pable of implementing the Tom Thumb algorithm. In practical
applications to a programmable device, the algorithm can be
extended both to larger cells (i.e., cells that are composed
of an arbitrarily large number of molecules) and, with some
minor modifications, to much more complex molecules (i.e.,
molecules whose configuration consists of an arbitrarily large
number of memory positions).

In the next section, the programmable logic device that was
used in order to demonstrate the features of the Tom Thumb
algorithm in a realistic setting will be described. This custom
device, developed for the “Reconfigurable POEtic Tissue”
project, funded by the Future and Emerging Technologies
programme (IST-FET) for the European Community, was
selected both because of the presence of some features that are
interesting in the context of bio-inspired systems and, perhaps
more importantly, because the hardware architecture of its
elements could be freely accessed and modified. It is worth
noting, however, that the same algorithm can be similarly
adapted to any programmable device architecture, as long as
its configuration memory can be structured in the form of a
shift register.

IV. THE POETIC TISSUE

The POEtic tissue [26] [27] is a reconfigurable circuit
that draws inspiration from the multi-cellular structure of
complex biological organisms to implement the three main
models commonly used in bio-inspired systems [28] [29]:
Phylogenesis (P), the history of the evolution of the species
through time; Ontogenesis (O), the development of an in-
dividual as directed by his genetic code, from its first cell
to the full organism; Epigenesis (E), the development of an
individual through learning processes. All of these models,
to a greater or lesser extent, have been used as a source of
inspiration for the development of computing machines (for
example, ontogenesis in the Embryonics project or epigenesis
in artificial neural networks) but the POEtic tissue is the first
hardware substrate dedicated to the implementation of systems
that could potentially combine the three axes of bio-inspiration
into one single circuit.

Physically, the tissue is composed of two layers (Figure 11):
a regular, two-dimensional array of programmable logic ele-
ments (molecules) and a cellular routing layer. This second
layer is also a regular, two-dimensional array and consists of
special routing units that are responsible for the (long-distance)
communication between the cells (once again, cells are defined
as processor-scale circuits implemented in the programmable
substrate, according to the hierarchy of Figure 4). The routing
layer implements a distributed routing algorithm based on
identifiers that allows the creation of data paths between cells
at runtime.

Each molecule, as well as each routing unit, is connected to
its four cardinal neighbors in a regular structure, also shown
in figure 11. Moreover, each molecule can access a routing
unit to set up a long-distance connection. In the canonical
implementation of the POEtic tissue, each routing unit handles
connections from four molecules (i.e., there are one fourth as
many routing units as there are molecules in the substrate), but
the ratio can be varied depending on the predicted connection
density.

As shown in figure 12, a molecule mainly contains a 16-bit
look-up table (LUT) and a D flip-flop (DFF); its inputs are
selected by a set of multiplexers and its outputs can be routed
to any cardinal direction through a switchbox. A molecule
possesses 76 bits of configuration that define the content of
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Fig. 11: POEtic two-layer physical structure with the
molecules and their routing units.

the LUT and of the DFF, as well as the selection of the
multiplexers for the inputs and the outputs of a molecule.
Moreover, these configuration bits also select one of the
different possible operational modes of a molecule.

The operational modes of a POEtic molecule are a reflection
of the diverse requirements of computing and bio-inspired
systems. To implement conventional logic designs, it can be
configured as a simple 16-bit LUT, as two 8-bit LUT, as a
8-bit LUT plus a 8-bit shift register, or as a 16-bit shift-
register. Then there are four additional operational modes that
are specific to the POEtic tissue: the first two are the Output
and Input modes in which the molecule is connected to its
routing unit and contains the 16-bit long routing identifier of
the molecule itself, respectively of the molecule from where
the information has to arrive (more on this subject below).
The third special mode is the Trigger mode, in which the task
of the molecule is to supply a trigger signal needed by the
routing algorithm for synchronization purposes. The last mode
is the Configure mode, in which a molecule has the capability
of partially reconfiguring its neighbors, i.e. the molecule can
modify a fixed subset of the configuration bits of its neighbors
(68 bits out of 76).

Inter-molecular communication, i.e. short-range commu-
nication between the programmable logic elements in the
POEtic circuit, is implemented by a switch box composed
of multiplexers and two directional lines to and from each
cardinal direction. This kind of communication is used to
implement the gate-to-gate connections required to implement
circuits within the programmable substrate.

Inter-cellular routing, i.e. long-range communication be-
tween the processors implemented using the programmable
logic, is implemented using a distributed routing algorithm,
inspired by Moreno [30], that dynamically connects the inputs
and outputs of the cells. The connection paths are set up using
a parallel implementation of the breadth-first search algorithm,
similar to Lee’s algorithm, that configures the multiplexers
contained within the routing units.

The dynamic routing approach used in POEtic has many
advantages compared to a static routing process. First of all,
it requires a small number of clock cycles to finalize a path.
Secondly, when a new cell is created it can start a routing
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Fig. 12: Basic structure of a POEtic molecule

process without the need of recalculating all the paths already
created. Thirdly, a cell has the possibility of restarting the
routing process of the entire organism if needed. Finally, this
approach is totally distributed, without any global control over
the routing process, a clear advantage where scalability is
concerned.

The operation and the non-standard features of the POEtic
tissue are described in some detail elsewhere [26] [27]. In fact,
many of these details are not relevant to this article, since
the POEtic tissue was selected as a test platform essentially
because of the possibility to modify its hardware structure and
not for its detailed architecture. This capability is of course
crucial to allow the circuit to be modified to implement the
Tom Thumb algorithm. In section VI, the modifications, both
to the algorithm and to the POEtic tissue, required to achieve
the self-replication of complex circuits, will be discussed.

V. CELLULAR PROCESSORS

A simple system based on dedicated processors (repre-
senting the cells in the algorithm and in the hierarchy of
figure 4) was chosen to verify the functionality and efficiency
of the Tom Thumb algorithm applied to complex circuits
implemented with the POEtic tissue.

In particular, this section will present a four-processor
system whose purpose is quite simple: to count minutes and
seconds. As will be shown, the system uses self-replication to
generate four identical copies of a processor, which then link
together and differentiate in order to execute a specific part of
the code, i.e. each processor will be responsible for one of the
four digits of the counter.

The next subsection will present the MOVE paradigm,
that is, the architecture that was selected to implement the
processors. The advantage of this architecture is that it allows
to easily design the processors without requiring high-level
synthesis tools. Then, in the second subsection, the detailed
architecture of the processor, describing its functional units
and the way they are linked, will be outlined.
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A. The MOVE paradigm

The MOVE paradigm, also known as the Transport-
Triggered Architecture [31] [32] [33], was originally devel-
oped for the design of application-specific dataflow processors
(processors where the instructions define the flow of data,
rather than the operations to be executed).

In many respects, the overall structure of a MOVE system
is fairly conventional and the basic differences lay in the
architecture of the processor itself, and hence in the instruction
set.

Rather than being structured, as is usual, around a more
or less serial pipeline, a MOVE processor (Figure 13) relies
on a set of Functional Units (FUs) connected together by
one or more transport busses. All the computation is carried
out by the functional units (examples of such units can be
adders, multipliers, register files, etc.) and the role of the
instructions is simply to move data from and to the FUs in the
order required to implement the desired operations. Since all
the functional units are uniformly accessed through input and
output registers, instruction decoding is reduced to its simplest
expression, as only one instruction is needed: move.

The move instructions trigger operations which, in the
simplest case, correspond to normal RISC instructions. For
example, in order to add two numbers a RISC add instruction
has to specify two operands and, most of the time, a destination
register to store the result. The MOVE paradigm requires a
slightly different approach to obtain the same result: instead
of using a specific add instruction, the program moves the
two operands to the input registers of a functional unit that
implements the add operation. The result can then be retrieved
from the output register of the functional unit and moved
wherever it is needed.

The reasons for choosing the MOVE paradigm for the
processors are two-fold: on one hand, its compactness and
versatility makes it ideally suited to the bio-inspired systems
studied, while on the other hand its simplicity allows to define
the layout of the systems on the POEtic tissue, for which no
automated synthesis tools exist.

As the contents of the LUTs, the connectivity between the
molecules, the structure of the functional units and that of the
communication units that implement the connection network
of the cellular array have to be defined by hand, there was
a necessary limitation to a very simple system. However, the
array remains sufficiently complex to be a good illustration of
the scalability of the self-replication approach.

B. Architecture of the system

As mentioned above, the final system (the organism) will
be composed of four MOVE processors (the cells) that will

form a 4-digit counter that will display seconds and minutes
(in practice, two connected modulus-60 counters). Each of the
processors will handle one digit. Thus, two will count from 0
to 9 while the two others will count from O to 5. In their final
configuration, they are logically organized to form a chain that
is represented in the organismic level of figure 14.

Shown in the same figure, the Seed Unit is used to start the
counter as soon as the replication of the processors is finished
and to provide the first (rightmost) processor of the final chain
the information it needs to launch the differentiation process
outlined in section VII. This process is an important part of the
setup of an organism within the bio-inspired approach: self-
replication generates multiple copies of an identical processor,
while differentiation determines the precise role of each of
the copies within the organism. Several kinds of approaches
can of course be used to implement this process (see, for
example, [34] for a partial survey), but for the purposes of
this article it can be seen as a local mechanism whereby each
cell determines its own position within the organism and, as a
function of this information, determines which instructions to
execute (in this precise case, whether to count to 5 or to 9).

The operation of the final system is rather obvious: the
processor that handles the rightmost digit, i.e. the units of
seconds, permanently counts from O to 9. When this processor
arrives at 9, it generates a signal (EnableCount) telling the
next processor, which handles the tens of seconds, to increment
its own digit. When the tens of seconds processor arrives at
5, it generates in turn a signal enabling the next processor on
the chain, i.e. the units of minutes, to count. Again, once this
processor reaches 9, it signals the next processor to count the
tens of minutes.

As exposed in the precedent section, the processors were
realized using the MOVE paradigm. Clearly, the system is
rather trivial, but the objective of the exercise was to test
the implementation of self-replication in a real implementation
and not to design a multi-processor system for performance.
The advantage of using MOVE processors in this context is
that the behavior of the system could easily be extended to
more complex applications by redesigning the functional and
communication units without in any way altering the self-
replication algorithm.

C. Implementation in the POEtic tissue

The actual implementation of a processor in the POEtic
tissue is shown in the cellular level of figure 14, while its
architecture is detailed in figure 15. The processor contains
the following Functional Units:

e CMP and INC, used to compare or increment a set of
internal values (addresses, conditions, etc.)

¢ EN, which receives the EnableCount signal from the
preceding processor in the chain and sends the same
signal to the next processor at the appropriate time.

e IOprec and IOnext, responsible for the dynamic setup
of the connections between the processors in order to
propagate the position (and hence the function) of each
processor within the system, the EnableCount signals
and the other control signals required for the operation
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Fig. 14: The three hierarchical levels of the system (cf. Figure 4): the organism implementing a counter, the cell mapped on

the POEtic tissue, and the molecule.

of the counter. Through these FUs, the processor ac-
cesses and controls the behavior of the Input and Output
molecules, i.e. it can force a molecule to establish a
connection or allow a molecule to accept the connections
through the dynamic connection network of the POEtic
tissue.

¢ POS, used to compute the position of the processor inside
the system (and hence its function within the organism),
as a function of the data received from the TOprec FU.

Additionally, each processor, as is usual in the MOVE
paradigm, contains a data bus, spanning all the FUs, and two
memory busses: one for the source addresses and the other for
the destination addresses of each move instruction.

The processors rely on two separate internal memories: the
first (DCMem) contains the code for the differentiation and
connection mechanisms, while the second (MEM) stores the
instructions for the normal operation of the processor (time
counting and signal generation).

As the processors were realized on the POEtic substrate,
which provides a specific molecular mode to implement shift
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Fig. 15: Detailed architecture of the processor.

registers, it was decided that, instead of an addressable mem-
ory that could support jumps in the code, cyclic memories [35]
would be used, where each instruction is read successively, and
executed or not, depending on the special unit called Execution
Stack (EXok in figure 15).

To summarize the behavior of the Execution Stack, it can
be said that, when facing an ”if condition then (xI; x2; ...) else
(vl; y2; ...) end” instruction, if the condition is valid, the stack
will permit the execution of the X instructions and then block
the Y instructions. Otherwise, it will block the X execution
and permit the Y instructions (a more detailed explanation of
this unit can be found in [36] [37]). The stack generates a
signal that drives the MemToBus part of the circuit (the white
circle in figure 15) which can enable or not the instructions
and data presented by the two memories to be transmitted on
the processor busses.

Finally, for demonstration purposes, a special unit (repre-
sented by the 8 in figure 15) was added, used to display
the digit stored in each processor. This unit, which would
not be useful in an actual electronic implementation within
an integrated circuit, was introduced in conjunction with a
dedicated simulation setup to visualize the internal operation
of the circuit through a custom GUI The results of this
visualization will be used in section VII to illustrate the self-
replication of the processors.

While trivial in many respects, the system described above
represents probably the most complex circuit to which self-
replication has ever been applied. Orders of magnitude larger
than the minimal example provided in section III to illustrate
the behavior of the Tom Thumb algorithm, its implementation
required several minor modifications both to the basic algo-
rithm and (to a much lesser extent) to the basic structure of
the POEtic elements. These modifications will be described in
some detail in the next section.



VI. IMPLEMENTATION ISSUES

Section III presented the basic operation of the Tom Thumb
algorithm. It is clear that the algorithm, in its minimal form,
cannot be applied to a real design. Several modifications to
the basic algorithm are necessary to allow it to implement
self-replication in a real-world programmable logic device
and to increase its efficiency from the standpoint of hardware
resources.

In particular, the following aspects of the basic algorithm
have been addressed:

e Only three bits of useful information are available for
the configuration of a molecule. It is obvious that a real
system must handle a greater number of configuration
bits for its basic component, i.e. the molecules.

e A cell can only replicate in two directions, i.e. to the
north and the east. While in some cases this might be
sufficient, in a real system it would be an advantage to
replicate in the four cardinal directions.

« Five bits are transmitted from a molecule to its neighbors
in each clock cycle. This number could be changed,
which would have an impact on the size of the busses
that link two adjacent molecules and change the number
of clock cycles needed for the replication.

o The cell has no control on the replication process, which
is launched at startup and continues until the substrate is
entirely configured. The algorithm could be modified to
enable the cells to choose when and where to replicate.

o There is a large overhead in terms of registers needed
for the replication, as every bit has to be duplicated in
the static genome and in the running configuration. While
much of this redundancy is unavoidable, some optimiza-
tions are possible to reduce the number of duplicated bits.

« Each molecule in the replicated cell is activated as soon
as its static configuration has been set. In a real circuit,
this can lead to strange behaviors as parts of the circuit
become active before the rest is configured.

Strictly speaking, only the first of these issues is crucial
to achieve self-replication in an FPGA. The rest are, essen-
tially, performance issues that increase the efficiency or the
versatility of the self-replication approach. In this section, the
modifications made to the basic algorithm to address these
issues will be detailed.

In addition to the modifications to the algorithm required
for an implementation in the POEtic tissue, the latter also
required some minor alterations to efficiently implement the
self-replication of the organism described in section V. These
alterations will be summarized in the last part of this section.

A. Size of the configuration data

In the basic Tom Thumb algorithm exposed in the sec-
tion III, the configuration data was coded in only one group of
three bits, implying that the maximum amount of information
usable to configure a molecule is limited to three bits. It
is clear that in a real application, these three bits would
not be sufficient to define the configuration of a molecule.
For example, applying the algorithm to the POEtic tissue, a
molecule would be the equivalent of an FPGA element and
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Fig. 16: Configuration memory for a single molecule.

would require 76 bits of configuration. Generally speaking,
the bits required to configure a LUT-based FPGA element (for
example, at least 16 for a 4-input LUT and several more to
define the behaviour of the interconnection network and of
the register) are many more than the three at disposal with the
basic algorithm.

Luckily, the Tom Thumb algorithm was designed specifi-
cally with this option in mind and it is relatively straightfor-
ward to increase the size of the configuration memory within
the algorithm.

In the Tom Thumb algorithm, in each clock cycle a molecule
receives a packet of n bits (n = 4 in the basic algorithm).
Among these bits, one, the packet type bit, is used to determine
if the other n — 1 bits are flag or configuration information. In
the basic version, the entire information needed by a molecule
is received in two n-bit packets, one for the flag and the other
for the configuration data.

In order to cope with a greater number of configuration
bits, the algorithm was modified by multiplying the number
of packets used for the configuration data (Figure 16). In
this new design, the data needed for one molecule that uses
¢ configuration bits and a flag coded with f bits require
x = [(c+f)/(n—1)] different n-bit packets consisting of one
bit indicating the packet type and n— 1 bits for the information
(flag or configuration). Assuming the minimal packet size, i.e.
n = f+1 bits as shown in the figure, the total number packets
becomes z = [¢/(n—1)] + 1.

This simple modification allows the algorithm to replicate
a cell composed of molecules requiring any number of con-
figuration bits. Incidentally, this same modification reduces
somewhat the resource overhead of the algorithm, since only
one flag packet is necessary for each molecule, whatever the
number of configuration data packets.

B. Direction of self-replication

The basic Tom Thumb algorithm is designed to enable the
cell replication in only two directions, i.e. to the north and to
the east of the mother cell. Assuming that the injection point
for the first configuration is placed in the south-west corner
of the array, this restriction does not affect the basic operation
of the system.

However, taking into account the possibility of alternate (or
indeed multiple) injection points, or the application of the self-
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replication process to a faulty substrate, then the two directions
are not sufficient to guarantee an optimal replication pattern
within the programmable circuit.

Fault tolerance, in particular, is one of the main motivations
to justify the need for a self-replication process: assuming that
the programmable substrate in which self-replication occurs
can contain faults (a more than reasonable assumption in the
kind of electronic or nanoelectronic devices that are the main
targets of this approach), then it is necessary for the algorithm
to be able to avoid faulty areas of the circuit and replicate
only in the fault-free areas.

In figure 17, each square represents the area occupied by
a full cell (composed of many basic molecules). The bottom
left square is the initial cell that starts the replication process,
i.e. the mother cell, and the gray squares are areas that contain
faulty molecules and should be avoided when replicating.

With the basic two-directional algorithm, the replication
process will only be able to make copies of the mother cell in
the squares marked with a *V’, following the path shown with
the black arrows. The squares labeled with question marks will
not be configured, and the area will be wasted.

To avoid this potential loss of resources, the Tom Thumb
algorithm has been extended to enable replication in the four
cardinal directions. This extension will allow the entire fault-
free surface of the circuit to be exploited, whatever the location
of the faulty areas (for the example of figure 17, replication
will follow the configuration path indicated by the white
arrows).

As detailed in section III, the Tom Thumb algorithm works
using a path spanning all the molecules of the cell to be
replicated, a flag marking the first molecule on this path
and two more flags indicating the molecules from which the
replication has to occur and its direction. These are shown
in figure 18(a): the direction of the path in each molecule is
represented by the straight arrows, the start flag is the empty
circle and the flags for the directions of the replication are the
small gray rectangles. The dotted arrows show the new paths
constructed during the replication process.

In order to make a cell replicate in four directions, the basic
algorithm (Figure 18(b)) was modified by adding a new flag
and modifying two existing ones. The basic concept of the path
spanning all the molecules of the cell, defined by the four basic
directional flags, remains identical. The two branching flags
were modified to indicate the two additional directions for the
replication (these are shown with the small black rectangles
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in the figure). Finally, while keeping the original start flag to
indicate the first molecule in the path, a second start flag (the
black circle in the figure) had to be introduced to indicate the
first molecule in the path for the new directions of replication:
for the replication to the north and to the east directions, the
first molecule to be configured is the one located at the bottom
left of the cell, while for the west and the south directions the
replication starts with the molecule located at the upper right
corner of the cell.

Adding the empty flag, the number of flags used for the
replication in the four directions is now equal to nine. This
implies that the minimum packet size for this modified version
of the algorithm becomes five bits (four bits for the flag plus
one bit for the packet type).

It should be noted that, to allow the Tom Thumb algorithm
to implement self-replication in a faulty substrate, the ability to
replicate in the four directions is a necessary, but not sufficient
condition. Obviously, this capability needs to be coupled with
a mechanism that allows the algorithm to recognize that an
area within the circuit is faulty, so as to avoid it when
replicating. This requirement has led to a re-design of the
Tom Thumb algorithm to implement this testing function [38].
This novel version (not used for the purposes of this article),
while more complex than the ”’standard” version, remains quite
similar and the same procedure that was followed to adapt the
standard algorithm to a real-world FPGA can be followed for
the new version.

C. Size of buses

Another modification that can be made to the basic self-
replication algorithm, one that does not affect the algorithm
itself but rather its implementation, is to vary the size of the
busses used to link the molecules in the configuration path.

In the basic algorithm, five bits must be transmitted from
one molecule to the next: one bit is used for the signal
transmission and four bits for the data packet (one bit for
the packet type and three bits for the actual configuration
information). Obviously, while the signal and packet type bits
cannot be altered, the width of the configuration data that is
transmitted at every clock cycle can be parameterized, keeping
in mind that the flag information has to be transmitted in a
single clock cycle and that, as a result, this width needs to be
at least three, respectively four bits, for a replication in two,
respectively four (see subsection VI-B), directions.
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As is often the case in this kind of scenarios, the selection
of the bus size gives rise to a compromise between size and
speed. In this particular case, increasing the size of the busses
requires, obviously, a larger amount of hardware resources, in
the form of physical wires connecting the molecules (wires
that, however, are purely local from one molecule to the next,
and hence less costly than long-distance connections). On the
other hand, it can considerably reduce the number of clock
cycles required for the replication of a cell.

Assuming that a cell has a width of w molecules and a
height of h molecules, a packet has a size of n bits, each
molecule has a configuration of ¢ bits and the flag is coded
with f bits, then, as detailed in subsection VI-A, a molecule
must be able to store = [(c+ f)/(n—1)] packets in its fixed
positions. Obviously, the mobile data requires x additional
packets positions.

To illustrate the effects of changing the bus size, some
timing calculations will be presented for a configuration path
spanning a cell composed of wx*h molecules (54 in figure 19).
In this path, the starting molecule is at the bottom left corner
of the cell. The path first goes straight to the north, then to the
south, going successively in the east and west direction, and
finally comes back to the west from the bottom right corner.

For an injection of the configuration in the substrate starting
at time 0, at time ¢; = 2 % x the first molecule will have
fixed its entire configuration, and the second molecule will
have received its own configuration at time to = 4 % x. After
teett1 = 2% w x h * x clock cycles, the first cell is entirely
configured.

The replication to the north starts when the flag of the
starting molecule (the white circle in the figure) arrives at
the top left molecule. The second copy of the configuration
is injected in the circuit at time fsccondconf = W * h * x and
therefore is forwarded to the north from the top left molecule
at time tstartnorth = tsecondconf + hxzx = (w + 1) * ho* .
It results that the cell to the north will be fully configured at
time tceiinorth = tstartnorth + teell = (3 * W + ]-) *h*xx A
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similar calculation indicates that the cell to the east is fully
configured after tcejjeqst = (d*wxh—w+2)xx clock cycles.

As each of these timing depend on the x value that is a
function of the packet’s width n, by altering the size of the
busses, the replication time can be changed. It is minimal when
x = 1, i.e. when the flag and the whole configuration are stored
in one single packet. The ratio ¢/(x + f) between the number
of useful configuration bits ¢ and the bits used expressly for
the replication process (z bits to define the packet types and
f bits for the flag) could also be modified.

D. Startup vs. runtime replication

In the basic Tom Thumb algorithm, the configuration of the
cell is injected inside the circuit at startup: the first cell (bottom
left in the examples) is configured and then the replication
process is automatic, filling the entire surface available on the
substrate. The cells are duplicated again and again as long as
there are free, not-yet-configured molecules. In such a set, the
cells have no influence on the replication process, i.e. they
cannot decide when and where to self-replicate.

While the creation of a full array of identical processors
at startup can have several practical advantages in a number
of systolic applications, from a more general point of view it
would be useful to give the cells the ability to choose when
and where to start their replication. This capability would add
the versatility, for example, to host more than one type of cell
(and hence more than one organism) within the substrate, or
allow a cell to create temporary copies of itself when executing
a computationally intensive task, and destroy them when the
task is over.

To increase the versatility of the Tom Thumb algorithm,
then, a possible modification would be to change the way the
cells decide to replicate. In the classic algorithm, described in
section III, a replication signal is emitted every time the start
flag cell arrives in a molecule configured (with a branching
flag) to initiate the replication (the grey and black rectangles
in figure 19.

A simple alteration to the algorithm would consist of
disabling, by default, these replication signals. A cell would
then have the ability to enable them, individually to replicate
in only one direction or together to replicate in all directions
at once, whenever it decides to create a copy of itself.

In such a system, as in the basic algorithm, the running
genome would constantly turn within the cell following the
configuration path. When the start flag arrives in a molecule
that could initiate the replication, if the latter has not been
enabled by the cell, nothing happens. On the other hand,
when the cell decides to replicate, it enables one of the
molecules that can initiate the replication, which, when the
start flag arrives, generates a replication signal and duplicates
the genome in the chosen direction to create another cell, as
in the original algorithm.

With this modification, the cell can now decide when to
replicate by deciding when to enable the molecules that
initiate the replication. Moreover, it can also choose where
to replicate, by enabling only the desired replication direction
in the appropriate molecule.
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E. Bit optimization

There is no escaping the fact the Tom Thumb algorithm
implies a large area overhead, and as such it is suited for
the kind of circuits where the advantages of self replication
for layout or fault tolerance are more important than resource
optimization. As a consequence, while it is possible to consid-
erably reduce the hardware required for the algorithm through
a series of more or less complex alternative implementations
(e.g., by using self-inspection instead of keeping a second copy
of the configuration data [39]), for the purpose of illustrating
the operation of the algorithm in this article this kind of
optimizations were limited to a small simplification that does
not affect the operation of the algorithm.

Observing the implementation of the Tom Thumb algorithm
shows that the packet type bits are only used during the
construction process. Their value in the mobile data is used to
indicate when to start the duplication of the genome and gen-
erate replication signals. Once the data has been memorized
in the fixed positions within the molecule, this information
becomes useless, and the packet type bits can be suppressed
from the fixed data registers without in any way altering
the algorithm (Figure 20). This simple modification allows to
reduce the size of the configuration memory of each molecule
by x + 1 bits (where z is the number of configuration data
packets).

F. Disabling molecules during cell replication

In the basic Tom Thumb algorithm, during the replication
process, as soon as a molecule has been configured, it starts
to operate according to the configuration data it has received.
While not an issue for the function-less device used to il-
lustrate the operation of the algorithm in section III, such a
behavior could potentially be dangerous when the algorithm is
applied to a real programmable logic device. In practice, the
result of this process would be the step-by-step activation of
parts of the processor (the logic gates implemented by each
molecule) while the rest is still waiting to be configured. To
achieve correct functionality, every molecule of the entire cell
should start their normal processing at the same time, once
the entire cell has been configured.

To achieve this behavior, an additional 1-bit output in each
direction was added to each molecule. Then, as shown in
figure 21, when the first molecule of the cell is configured, it
generates an active signal through this output in the direction
of the replication path (the white arrow in the figure). This
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Fig. 21: Disabled molecules during replication process

signal is forwarded combinatorially by each newly config-
ured molecule and disables the normal functionality of the
molecules that receive it. Following the configuration path,
the signal is forwarded to every molecule of the replicated
cell and disables them as soon as they are configured.

At the end of the replication, when the last configured
molecule of the cell closes the path, it signals that the
replication process is finished. As a result, the disable signal
is deactivated and this information is forwarded through the
entire replication path, enabling all the molecules of the cell
to start their normal functionality at the same time.

G. Modifications to the POEftic tissue

Because the Tom Thumb self-replication algorithm affects
only the configuration of any FPGA it is applied to, the
two modifications required to adapt the POEtic tissue to
the algorithm are minor and only concern the setup of the
configuration memory.

The first modification implied a re-design of the archi-
tecture of the configuration memory to fit the structure of
the algorithm. As shown in the figure 16, the data injected
in a molecule has to be divided into several separate slots
that are chained together as a shift register. As a result, the
configuration registers of the POEtic molecules had to be
modified so that they can be set by shifting data packets of
n— 1 bits. Note that, having suppressed the bits for the packet
type in the fixed memory (subsection VI-E), the registers were
sized accordingly.

The second modification to the POEtic molecule concerns
the ability for the system to decide when and where to
replicate (subsection VI-D). Even if the test system (described
in section V, as well as in the next section) will not take
advantage of runtime replication, this ability was nevertheless
added to the substrate. As a result, the molecules had to
be altered slightly to allow the functional part to control
the configuration memory in order to enable the replication
process. This implied the creation of a new operational mode
for the POEtic molecule. In this mode, when a molecule
contains one of the two replication flags of the Tom Thumb
algorithm, the value of the LUT inputs can be used to enable
or not the replication in a specific direction.

In addition, independently of the Tom Thumb algorithm,
the POEtic tissue had to be modified slightly to allow the
implementation of the test system described in section V.

The main modification required for the implementation of
the counter was an upgrade of the I0 modes of the POEtic
molecules: in the basic specification, the molecules set in the
Input or Output modes, representing the source or the target of



a dynamic routing path, have a single control signal that forces
or not a connection to be established. To efficiently implement
the differentiation of the processors after the self-replication
phase, this aspect of the POEtic architecture was modified by
adding to the IO molecules a second control signal that forces
the molecule to accept or not a connection. As a result, the new
version of the POEtic IO molecules has two control signals:
one used to force a molecule to establish a connection and the
other to accept them.

A second, and final, modification was the introduction of an
additional input to each molecule, driven directly by the user.
This input is, in reality, required neither for the Tom Thumb
algorithm nor for the actual counter. Rather, it is related to
the user interface of the simulation platform used for the
implementation of the system: quite simply, the additional
input enables the user to act directly on the state of the flip-
flop of each molecule, giving the possibility to interact with
the system to activate some of its parts (for example, it is
used to launch the Seed Unit described in section V-B). Its
purpose is purely to allow the user to control the timing of
the simulation.

VII. SELF-REPLICATION OF CELLULAR PROCESSORS

With the modifications outlined in the previous section, the
Tom Thumb algorithm can be applied to the POEtic tissue to
instantiate the self-replication of complex circuits.

This section will describe the operation and implementation
of the system outlined in section V-B, i.e. how a MOVE
processor can replicate itself on a POEtic tissue using the
Tom Thumb Algorithm in order to implement a basic multi-
processor time counter.

A. Parametrization of the system

The modifications applied to the Tom Thumb algorithm and
the POEtic tissue in the preceding section introduced a series
of parameters and options that need to be specified for the
implementation of the final system.

o The option of disabling the molecules while self-
replication occurs (subsection VI-F) was implemented to
avoid spurious effects.

o The self-replication in four directions (subsection VI-B)
was implemented, even if it is not used in the specific
example chosen to illustrate the algorithm, where no fault
injection mechanism was introduced.

o The cells can control their replication at runtime (sub-
section VI-D), but again this feature was not used in the
example because it is not required by the application.

Data busses with a width of n = 5 bits were used: one
bit for the packet type transmission and the other four bits
for the configuration data or the flag. This solution represents
the minimal width as the flag data must be expressed with at
least four bits (9 flags for the replication in four directions, as
described in the subsection VI-B).

Since a POEtic molecule is fully defined by 76 configuration
bits, z = 76/(5 — 1) = 19 memory slots are needed for the
packets of the fixed configuration, plus one additional slot that
will be used for the flag data. Another x4+ 1 slots are required
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to store the running data. As a result, each molecule needs
2x + 2 = 40 clock cycles to be fully configured.

The bits indicating the type of the packets in the static slots
were suppressed (subsection VI-E), enabling to decrease by
20 bits the size of the registers in each molecule.

A last parameter that had to be set concerns the density of
the routing units in the POEtic tissue (section IV): whereas in
the basic POEtic connection setup shown in the figure 11 each
routing unit is simultaneously connected to four molecules, the
POEtic implementation used for the test system contains one
routing unit per molecule. This increased density simplifies the
simulation and avoids irrelevant congestion issues, allowing a
denser connection pattern.

B. System configuration

At startup, the programmable substrate, i.e. the modi-
fied POEtic tissue, contains only a small set of configured
molecules implementing the seed unit. This unit is located at
the right side of the tissue, as shown in the figure 22(a) (the
figure displays the state of the circuit through an interface
described in subsection VII-D). The first step of the configu-
ration process is the injection of the configuration of the first
processor (the mother cell), in the format required by the Tom
Thumb algorithm, inside the circuit. The injection point was
arbitrarily set at the bottom left molecule of the tissue.

A few steps of the construction and replication processes
(which is essentially identical to those of the basic algorithm,
illustrated in section III, expanded to take into into account the
additional configuration packets) are shown in the figure 22.
In the figure, ¢ represents the number of clock cycles from the
beginning of the process, i.e. from the injection of the first
packet into the circuit.

The injected configuration automatically defines the con-
figuration path and fixes the static configuration of each of
the molecules of the first processor to be implemented in the
substrate. Then, since the option of using automatic replication
at startup (rather than letting the cells decide when and where
to replicate) was selected, as explained in subsection VII-A,
the replication process is automatically activated in every
direction.

As a result, even before this first processor is fully con-
figured, the replication of the genome according to the Tom
Thumb algorithm starts to configure a copy of the processor
to the north, as shown in figure 22(b). The third processor to
be configured is then also a replication of the first one to the
east (see figure 22(c)).

Finally, a fourth processor is configured on the substrate
as a replication of the second one 22(d). Note that the fourth
processor also tries to make a copy of itself in the east direction
(figure 22(e)), but this process halts automatically because
there are not enough empty molecules to contain a whole copy
of the circuit.

When the four processors are configured, the whole system
finds itself in an idle state (figure 22(e)): the Tom Thumb
algorithm has fully replicated the processors and fixed their
configuration.
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Fig. 22: State of the circuit at different time steps for the test system.

C. System operation

At the end of self-replication, the processors wait for an
activation signal, telling them to start their differentiation and
to connect in the appropriate pattern. As a result, nothing
happens until the user launches these processes by activating
the seed unit in order to connect to the first processor and
transmit the activation signal: in the test system, the seed unit
is activated by the user through the additional input to the
POEtic molecules described in subsection VI-G. This solution
was adopted to improve the demonstration of the system,
but obviously several other options are available in a real-
world setting (e.g., instructing the seed unit to wait for a pre-
determined number of clock cycles before connecting).

When activated, the seed unit connects to the first available
processor using the dynamic routing network of the POEtic
tissue. In practice, because of the routing algorithm, the seed
unit will connect to the closest processor which has not yet

been linked, i.e., the processor situated in the bottom right of
the circuit in figure 22(e). When connected, the seed unit will
send the first activation signal to the processor.

As a result of the activation, the processor will begin
to execute the instructions stored in its Differentiation and
Connection Memory (DCMem in figure 15): it will first setup
its IOprec FU in order to establish all the connections to
the seed unit needed in order to receive the EnableCount
signal (see subsection V-B), the information that allows it to
determine its position inside the chain of processors of the final
system (position O in this case), and to be able to transmit
another signal sBack that will be described below. Once
again, these connections are established using the dynamic
routing network of the POEtic tissue.

Having connected to the seed unit and retrieved the nec-
essary information, the processor knows its position inside
the final multi-processor system (position () and can continue
executing the instructions in the DCMem memory.



Since, based on its position, the processor knows that it is
not the last one in the system, it sets up its TOnext FU in
order to connect to another available processor and activate
it. When the second processor receives its activation signal, it
also starts to execute the instructions in the DCMem memory,
links to the preceding processor, and determines its position
(1) within the final system chain (figure 22(f)).

This process repeats itself until the four processors are
activated and linked together as shown in figure 22(g). The
fourth processor on the chain, upon seeing that it is the last
processor of the organism (position 3), does not try to connect
to another processor, but instead activates its sBack signal.

This signal propagates back along the chain of processors
through the dynamic connections and instructs the processors
to execute their MEM code, i.e. to begin their normal operation
as defined in subsection V-B: depending on the position within
the organism, defined through the process described above,
the processors differentiate and execute different parts of the
program stored in the MEM memory (processors at positions 0
and 2 count to 9, processors at positions 1 and 3 count to 5).
A snapshot of the state of the system after it has counted 34
minutes and 59 seconds is shown in figure 22(h).

D. Implementation

The VHDL specification of the POEtic tissue that had been
developed for the EU project was used as a starting point to
implement the test system. The modifications detailed in sec-
tion VI-G were added to the basic architecture of the POEtic
molecule. Then, the VHDL code defining the configuration
subsystem of the tissue was further modified to implement
the Tom Thumb algorithm, as described in section VI. This
resulted in the final specification of the molecules used to
implement the multi-processor system with self-replication
abilities: a matrix of 58+24 = 1392 such molecules is required
to allow the processors (implemented within a rectangular
array of 28 * 12 = 336 molecules) to replicate four times.

Because of the size of the system, a physical implementation
in hardware proved impossible. To verify its operation, then,
the whole system was simulated using synthesizable VHDL in
the ModelSim™environment (several smaller versions of the
circuit were physically implemented in an FPGA to verify the
transition from simulation to hardware).

In order to observe more clearly the details of the operation
of the system during simulation and to be able to control its
timing and setup, a custom graphical interface was developed
and linked with the ModelSim simulator. This interface is able
to display, in the form of an array of colored squares, some of
the data from a running simulation. It is also able to start, stop
and advance the simulation for a given number of clock cycles.
The pictures in figure 22 are screen-shots of the interface.

Finally, the whole system has been synthesized with
Leonardo Spectrum using the sclO5u library. The results are
summarized in the figure 23, showing the amount of hardware
resources needed for each part of the system. As each config-
uration register of the POEtic molecule has to be duplicated in
the block implementing the Tom Thumb algorithm, with the
addition of the registers storing the flags and other information
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| DFFs | % || Gates | % |

TT 104 | 50.5 534 | 14.8
Routing 26 12.6 || 796 22
POEmol 76 36.9 || 2280 | 63.2

Fig. 23: Hardware requirements of the different parts of the
circuit (TT: Tom Thumb algorithm; Routing: dynamic routing
layer; POEmol: molecule of the POEtic tissue).

related to the algorithm process, the overhead in terms of DFFs
is obviously high (the DFFs have to be more than doubled). On
the other hand, in term of logic gates, the overhead remains
quite low, i.e. only 14.8% of the total logic needed for the
entire system is used to implement the self-replication process.

VIII. CONCLUSION

The work presented in this article represents, to the best
of our knowledge, the first example of self-replication of a
processor-scale digital circuit to be actually implemented in a
real-world setting.

This first solution is obviously open to amelioration in
several respects and the Tom Thumb algorithm is constantly
being improved to address other issues or environments:

e To reduce the overhead inherent in storing a second
copy of the configuration in each molecule, a variant
of the algorithm has been developed and implemented,
which uses a self-inspection approach (subsection II-C)
to generate a copy of the configuration whenever needed.
Fairly similar to the basic algorithm in its replication
dynamics (flags, etc.), this version drastically alters the
differentiation and system dynamics.

o Fault tolerance is a crucial application area for self-
replication. A self-repairing version of the Tom Thumb
algorithm, capable of reconfiguring the programmable
array to avoid faults, has been developed [40] and inves-
tigations on fault detecting logic are under way. Coupled
with the four-direction replication approach described in
this article, this version is able to tolerate considerable
numbers of faults in the substrate.

o In the context of next-generation electronics, and partic-
ularly in that of molecular-scale approaches, the global
synchronization required by a cellular automaton (such
as Tom Thumb) can be extremely difficult to achieve.
To avoid this potential obstacle to the implementation of
the algorithm, an asynchronous version has been realized,
where the local interactions between the molecules take
place without the need for a global clock signal.

e One of the promises of molecular electronics (which
could potentially allow a quantum leap in circuit density)
is the possibility of being able to design and build circuits
that exploit the three dimensions. Because self-replication
is an approach designed to simplify layout and design in
very complex circuits, a 3D version of the algorithm was
designed and implemented [41] [42]. Indeed, because of
its structure and its local interactions, the transition of the
algorithm from two to three dimensions is quite simple
and preserves all its properties.



Several issues connected to the practical implementation of
self-replicating processors also need to be addressed: seen
as part of a complex bio-inspired design approach, self-
replication must be integrated within a complex multi-cellular
computing system. This context implies that several “acces-
sory” issues have to be considered:

o The self-replication approach must be extended to real-
world applications. While the test system described in this
article is sufficient to show that the Tom Thumb algorithm
can be applied to structures of arbitrary complexity, the
methodology used in the design of the system (or rather,
its lack, since the processors had to be designed by hand)
does not scale to larger systems. Current work is under
way to define a design environment for the synthesis of
cellular processors [43].

o The design environment will have to be extended to take
into account and exploit the possibilities introduced by
self-replication, such as the ability of cells to replicate
at will (subsection VI-D), and to integrate fault tolerance
and reconfiguration processes in the design.

o The differentiation process of the cellular array will have
to be closely integrated in the design as well, to allow
newly-replicated cells to seamlessly connect to the rest
of the array. The ad-hoc approach used in the test system
was designed specifically for the given example, whereas
a more general solution must be found to implement this
process in a wider range of applications.

But even if improvements are of course possible, the self-
replication approach described in this article represents a clear
step beyond existing solutions, in terms of hardware efficiency
and versatility. This latter aspect is particularly important:
while the test system used to illustrate the algorithm exploits
some of the non-standard features of the POEtic tissue (no-
tably, its dynamic connection network), these features are used
exclusively during its operation and are completely disjoint
from the self-replication algorithm. In other words, the only
requirement of the algorithm is that it must be possible to
implement the configuration memory of the programmable
device as a shift register. In turn, this implies that the algorithm
is relatively technology-independent and can easily be adapted
to any programmable structure, as long as the above condition
is met, a crucial versatility in view of its implementation in
the next generation of electronic devices.
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