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Abstract 

Embryological electronics or “Embryonics” is a new paradigm for 
developing digital systems of any complexity, endowed of universal 
computation, self-repair and self-reproduction capabilities. 
Embryonics, which can also be defined as a quasi-biological 
development of atificial systems, is based on the natural mechanism 
of development of living multi-cellular beings. Starting with a single 
mother cell containing the description of the organism in the form of 
a genome, the final organism is achieved through a succession of cell 
divisions, occurring with the differentiation of each cell, i.e. a 
specialization dependent essentially on the physical position of the 
cell (i.e. on its coordinates) in the given space. Applying this 
technique to the design of digital neural networks could lead to the 
development of artificial organisms simulating both the biological 
dcvelopment and the f inal  architecture of natural neural networks. 

1. Artificial neural networks and artificial embryology 

Engineering and natural sciences, traditionally proceeding along 
seperate tracks, have drawn closer in these last decades. Engineers 
have been allured by certain natural processes; two recent attempts in  
this new direction will be discusscd hereafter with the hope to 
combine them in a common methodology: 

arrifcial neural nerworks are based on a rough copy of the way 
the brain and its associated neural system are supposed to 
function; these networks have a structure completely different 
from that of the traditional computer (Von Neumann architecturc) 
and surpass its performance for non-numerical applications such 
as symbol (handwriting) or shape (drawings, pictures) 
recognition; 
arfiJicial embryology, which is the subject of this paper, is based 
on the natural mechanism of development of living multi-cellular 
beings; starting from a single mother cell, the zygote, containing 
the complete description of the organism in the form of a 
genome, the final organism is achieved through a succession of 
cell divisions, occurring concurrently with a differentiation of 
each cell, i.e. a specialization dependent essentially on the 
physical position of the cell (i.e. on its coordinates) in the given 
space. 
Even if the results reported in this paper are beyond the present 

possibilities of silicon technology, the important point is the 
following: we propose a complete methodology for designing very 
complex integrated circuits with living creature properties, in 
particular self-repair and self-reproduction properties. Developing 
artificial neural nctworks with such a methodology could provide 
digital organisms simulating both the biological development 
(embryology) and the final architecture of natural neural networks. 

* 

2. Embryonics 
Embryonics, i.e. the quasi-biological development of multi- 

cellular automata, is based on a general hypodiesis, which describes 
the environment in which the development occurs, and on three 

characterist ics,  which roughly approximate the biological 
mechanism of cellular development [Mange 941. 

2.1 The general hypothesis: the environment 
The general hypothesis describes the selected environment: (a) the 

automaton deals exclusively with the flow of information; the 
physical material (usually a silicon substrate) and the energy (power 
supply) are given a priori; (b) the physical space is two-dimensional 
and as large as desired; (c) the physical space is homogeneous, that is 
comprised by identical cells, all of which have the same internal 
architecture and the same connections with their neighbors; only the 
stare of a cell (the combination of the values in its memories) can 
distinguish it from its neighbors; (d) the reproduction is asexual: the 
daughter automaton is identical to the mother automaton. 

2.2 The three characteristics 
The first characteristic is that of multi-cellular organization. The 

proposed automaton meets all the general hypotheses described 
before. The cell is essentially a random access memory (RAM) 
controlled by a small processor: a part of the state of this RAM, 
called the gene, completely defines the permanent operation of the 
cell. The value of the gene depends only on the position of the cell i n  
the whole automaton. Fig. 1 illustrates the example of a simple 
artificial organism realized with nine cells, each cell being defined by 
a gene, from 1 to 9. 
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Fig. 1. A 9-cell organism with a genome in every cell. 

The second characteristic is that of cellular differenfiation. Each 
cell holds the complete description of the organism, i.e. the genome 
(Fig. 1) and computes its gene by extracting from the genome the 
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function which characterizes it. The gene of a cell dcpends on its 
coordinates, i.e. on its place within the organism. 

The third characteristic is that of cellular division. At the 
beginning (time to) only one cell, the mother cell, holds the genome 
of the organism (Fig. 2). After a first division (time tl), two adjacent 
cells (to the north and to the east in the diagram of Figure 2) hold a 
copy of the information of the mother cell. These two cells will then 
be thcmselves copied into their own neighbors (time t2), and so on 
until the plan has been fully implemented. in  the proposed example, 
the farthest cell is duplicated at time 14. 

- b 4  

3. Example: a cipher machine 

In order to illustrate the different steps of our methodology, we 
have chosen a very simple example, the basic element of a cipher 
machine. In a first step (9 3.1), we will show that the cipher function, 
like any other boolean function, can be represented by a binary 
decision tree. In a second step (0 3.2). we will suggest that this 
binary decision tree can be realized by a new kind of field- 
programmable gate array (FPGA) satisfying the three basic 
characteristics discussed above: multi-cellular organization, cellular 
differentiation and cellular division. In the conclusion ( 5  3.3 and 
3.4). we will illustrate the self-reproduction and self-repair 
capabilities of this novel architecture. 
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Fig. 2. Copying the genome from the mother cell into dnugbter cells. 

3.1 Binary decision t ree  

Let C (Central), L (Left) and R (Right) be binary states of three 
successive elements of the cipher machine, a 1-dimensional cellular 
automaton described in [Wolfram 86](pp. 247 - 293). The future 
state of C is defined by the boolean equation: 

C+ = C L' R + C L R + CL' 
This equation may be represented by a binary decision tree (Fig. 

3) in which each diamond is a test element, performing the test of an 
input variable, and each rectangle is an output element producing an 
output state (0 or 1). 

It is well known that any boolean function can be represented by a 
binary decision tree: this mode of reoresentation and the related 
m e t h d s  are described for example in'[Akers 781, [Bryant 921 and 
[Mange 921. 

We observe now that the tree in Figure 3 has the following 
characteristics: two sub-trees (STI and ST2) are trivial (their leaves 
are identical) and can be replaced by the logic constants "0" (for 
STl) and "1" (for ST2). In order to make the final implementation 
easier, we transform slightly the binary decision tree' of Figure 3 and 
we obtain the normalized ordered binary decision tree of Figure 4a 
which is characterized by the following constraints: 

* each test element (diamond) is located on a rcctangular a m y ,  a t  
the intersection of a row and a column; 
each test element can only be connected to its ncarest neighbours. 

C+ 

Fig. 3. Binary decision tree for the cipher machine. 

3.2 A new f ie ld-programmable  ga te  a r r a y  f o r  multi-cellular 
organization 

In order to implement in a piece of hardware any normalized 
ordered binary decision tree satisfying the general hypothesis of 0 2.1 
(2-dimensional homogeneous array of operators and connections) 
and the flrst characteristic of 0 2.2 (multi-cellular organization), we 
have developed a prototype of a new field-programmable gate array 
based on a fine-grained cell built around a one variable multiplexer 
and called MUXTREE. 

The detailed description of MUXTREE cell is beyond the scope 
of this paper and can be found in [Marchal94]. It will be shown here 
how this array of multiplexers is programmed in order to calculate 
the gene of each cell and therefore to deduce the genome of the 
whole system. 

We start from the normalized ordered binary decision tree of 
Figure 4a and observe that a rectangular array of 3 x 2 = 6 
multiplexers (test elements) is necessary to implement the cipher 
function. In our simple example, programming this array is very 
easy: 

each output of a test element which is a logic constant (0, 1) 
keeps its value in Figure 4b ; 

* each output of a test element heading South is marked "SOUTH" 
in Figure 4b, each output of a test element heading South-East is 
marked "EAST" and each output heading South-West is marked 
"WEST" in Figure 4b; 
each output of an unused test element is marked ''0" (don't care 
condition) in Figure 4b. 
If logic constants (0, 1) and cardinal points (SOUTH, EAST, 

WEST) are coded from 0 to 4 according IO Figure 4c, we obtain a 2- 
digit word, i.e. a gene, for each test element, i.e. for each cell. 

Moreover, if we inuoduce discrete coordinates (x: horizontal 
Coordinate, y: vertical coordinate), i t  is possible to address each cell 
of the array by a word x,y. 

The second characteristic of S 2.2 (cellular differentiation) 
necessitates a copy of the whole genome i n  each cell's RAM, 
together with the right coordinates at the right place. A possible 
implementation is illustrated in Figure 5: 
* each cell of the MUXTREE array is equipped with a RAM; each 

RAM contains the whole genome of the cipher function, i.e. the 6 
genes of Figure 4c; 
each RAM is addressed by a word x,y, where x is the horizontal 
coordinate and y the vertical coordinate; the increment of the 
coordinates x and y is realized by simple adders (marked by "+1" 
in Fig. 5);  in this particular example, x is a boolean variable and 
the adders for this coordinate are modulo 2 adders. 

For normal operation, a rectangular array of 2 columns and 3 
rows, i.e. 6 MUXTREE cells (with a multiplexer, programmable 
connections, RAM and coordinate adders ) is sufficient. More cells 
are necessary in case of self-repairing or self-reproduction processes. 

* 
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Fig. 4. A new field-programmable array for multi-cellular organization. 
(a) Normalized ordered binary decision tree. 
(b) Programming the connections of the multiplexer array. 
(c) Coding the genes of the 6 cells. 

3.3 Self-reproduction mode 
Duplicating a given function is staightforward. Suppose we have 

two spare columns. With the original border condition (x = 0 as in 
Fig. 5 )  and assuming a boolean horizontal coordinate x, the chain of 
modulo 2 adders ("+1" in Fig. 5 )  will produce the following values 
for the horizontal coordinate x ,  read from left to right: 0, 1, 0, 1. 
Combined with the vertical coordinate y which is unchanged, the 
pattern of the horizontal coordinate x produces two copies of the 
original array of Figure 4c and, therefore, two copies of the same 
cipher function. 

c+ 

As our cipher element is part of a I-dimensional cellular 
automaton, ,self-reproduction makes it possible to automatically 
generate several copies identical to the basic elcment, and to get 
finally an automaton of any length, the only limitation being the 
number of MUXTREE cells at our disposal. 

3.4 Self-repair mode 

Suppose we have a faulty cell in  the first column of the cipher 
element (Figure 6 )  and we have at our disposal one spare column at 
the right of the array. A built-in self-test (BIST), as described in 

ci 

x=o x= 1 x=o x= 1 I 
x=o 

Fig. 5. Final cellular array for the normal operation (with ihe 2 first columns) 
and self-reproduction mode (with 4 colum,ns). 

2195 



[McCluskey 861, allows us to detect such a fault. It is possible to 
reprogram the cipher function in the cellular array simply by 
changing the bordcr conditions. Replacing the border condition x = 0 
by x = 1 results in a shift of the whole pattern by one column to the 
right (thanks to the chain of modulo 2 adders) and thus allows US to 
obtain a new and correct version of the cipher function. 
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[Distante 911 or systolic networks [Ienne 931. 

Within the framework of the development of very-large scale 
integrated circuits, we believe that the marriage Gtween artificial 
neural networks and quasi-biological cellular networks is a worth- 
while research goal. 
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