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Overview of lecture

n First Principles Computational Modelling
n Motivation
n Meaning
n Applications

n NB Colour slides are available on the 
website



Why Computer Modelling?



Why?

n Computers get cheaper & more powerful 
every year

n Experiments tend to get more expensive each 
year

n IF computer simulation offers acceptable 
accuracy then at some point it should become 
cheaper than experiment.
n This has already occurred in many branches of 

science and engineering. 
n Is this possible for properties of materials? 



Motivation

n Computer simulation is now the “3rd way”
n Advantages

n Precise control of system under study
n Can interpret complex experimental data

n Predict new materials / properties
n Can do ‘what if’ experiments to reveal 

detailed underlying causes
n Can do practically impossible experiments, 

e.g. extreme conditions – planetary cores
n As well as saving time and money



… more motivation

n Disadvantages
n Requires correct underlying theory

n How well tested & developed is it?
n And correct computer implementation

n How well verified is the code?
n And correct usage!

n How competent is the user? Do they 
understand the limitations of the 
theory/code? Are they using appropriate 
method?



Test and Verification

n We shall be using the CASTEP code:
n Based upon the Density Functional Theory 

(DFT) version of quantum mechanics
n More on DFT in future lectures …

n CASTEP has been tested on many different 
systems and compared to experiment
n We now know where it can be used safely, 

and where it should be used with caution
n And YOU are the users!

n Hence need for some training …



Example of test & verification

n CASTEP is one of a number of widely used 
DFT programs
n Uses a common recipe of ‘plane waves and 

pseudopotentials’ – more on that soon
n Traditionally test the ‘pseudopotential’ by 

comparing predict lattice constant of simple 
materials against experiment
n Usually get ~few % error
n But that is complicated by experimental error, 

finite temperature, material quality, etc
n So hard to be definitive about HOW good it is …



Recent community project

n Recently the ‘delta-codes’ project made a 
detailed study of the effect of the pseudopot

https://molmod.ugent.be/deltacodesdft
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UMR CNRS 7590, Muséum National d’Histoire Naturelle,
IRD UMR 206, 4 Place Jussieu, F-75005 Paris, France

34Department of Physics & Astronomy, University College London,
Gower Street, London WC1E 6BT, United Kingdom

35Department of Physics, Royal Holloway, University of London, Egham TW20 0EX, United Kingdom
36ISIS, Science and Technology Facilities Council,

Rutherford Appleton Laboratory, Didcot OX11 0QX, United Kingdom
37Institute for Solid State Physics, Vienna University of Technology, A-1040 Vienna, Austria

38Theoretical Division, Los Alamos National Laboratory, Los Alamos, NM 87545, USA
39Institute of Theoretical and Simulational Chemistry,

Academy of Fundamental and Interdisciplinary Sciences,
Harbin Institute of Technology, Harbin 150080, People’s Republic of China

40Department of Materials Science and Engineering,
Ghent University, Technologiepark 903, BE-9052 Zwijnaarde, Belgium

The success of density-functional theory (DFT) has led to a wealth of general-purpose DFT
codes and pseudopotentials, allowing researchers to tackle a wide range of applications. Given
this extensive usage by the scientific community, it is striking that it has never been thoroughly
investigated to what extent results vary over di↵erent implementations: do two di↵erent DFT codes
or pseudopotentials really yield identical predictions? We report the results of a community-based
e↵ort, which compares 15 di↵erent codes using 40 di↵erent potentials or basis set types to assess
the quality of the predicted equations of state for 71 elemental crystals. Only recent codes and
potentials are found to remain within an error bar of 1-2 meV/atom. Hence, we have only now
come to a level where the Kohn-Sham equations are solvable with a precision comparable to the
uncertainty in a high-precision experimental determination of the same properties.

Density-functional theory (DFT) in the Kohn-Sham
formulation1,2 already dates back half a century, and
over these five decades, it has become extremely pop-
ular. It provides an attractive way of solving the quan-
tum mechanical many-body problem, allowing scientists
to predict observable properties of real materials. Be-
cause of the central position of the exchange-correlation
functional in DFT, this has been the focus of most the-
oretical investigations, leading to a plethora of available
approaches in both solid-state physics3–9 and quantum
chemistry.3,10–14 The subsequent solving of the Kohn-
Sham equations can also be tackled in di↵erent ways,
however, which has received much less attention.11,15–20

Indeed, we often rely on dedicated computer codes to
handle this task, trusting in decades of development
and implementation by entire communities. Solving the
Kohn-Sham equations might appear a purely numerical
job at first sight, so it would be quite natural to expect all
codes to make identical predictions. A glance at the lit-
erature, however, shows that this is by no means always
true. Figure 1 demonstrates that even for a well-studied
material like silicon, predictions from di↵erent codes (the
precision) vary by the same order of magnitude as the de-
viation from the 0K experimental value18,21 (the accu-
racy).22 Although all codes depicted in Figure 1 treat sili-
con at the same level of theory, their predictions vary due
to di↵erent approximations of the Kohn-Sham physics,
which decrease the computational load, but limit the pre-
cision (see further).

What precision can nowadays be achieved? Precision-

related issues have scarcely been studied and the concept
of error bars is all but non-existing in the DFT com-
munity. Although the reproducibility of predictions is
sometimes verified with other codes,11,15–20 we are not
aware of systematic precision assessments. Such studies
are nevertheless an important prerequisite to ensure the
acceptance of practical DFT calculations. As a group
of 70 code developers and expert users, we have there-
fore taken the challenge to determine the error bar on
equation-of-state (EOS) predictions of elemental solids,

Figure 1. Historical examples of predicted equilibrium
lattice constants for silicon within the DFT-PBE frame-
work.3–5,8,23–33 They are compared both to the predictions
of di↵erent codes within this paper (rightmost data point and
its error bar) and to the experimental value extrapolated to
0K and corrected for zero-point e↵ects.18,21



Delta-codes project

n The study was careful to disentangle the 
effects of accuracy vs precision
n Each code calculated an ‘energy-volume’ 

curve for each of 71 elements
n Compared pseudopotential codes (e.g. 

CASTEP) against more computationally 
expensive codes that do not use 
pseudopotentials using the value of ‘delta’
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running the same benchmark protocol with our preferred
DFT codes. These E(V ) properties are also common
targets in accuracy assessments.3–9 Moreover, elemental
solids provide the most important test for precision: un-
like comparisons to experiment or other levels of theory,
the used approximations mainly di↵er in a very local re-
gion around the nuclei (see further), and errors on mul-
ticomponent materials may largely be considered as the
sum of the errors on the constituent elements. Our ef-
fort has resulted in 18 602 DFT calculations, which we
aimed to execute with a rigorously controlled precision.
This exercise might seem deceptively simple, but each
code tackles the Kohn-Sham equations in its own way,
requiring di↵erent solutions to deal with di�culties in
di↵erent parts of the computational procedure. Before
showing and interpreting any results, it is therefore es-
sential to go step by step over the main strategies to solve
the Kohn-Sham equations.

The Kohn-Sham equations describe a many-electron
system in terms of single-particle orbitals. Using basis
functions or a real-space grid, they reduce to a matrix
equation, which can in principle be solved exactly. This
should therefore yield identical results irrespective of the
form of the basis functions or grid, provided the basis
set is complete or the grid spacing infinitesimally small.
However, achieving technical convergence of the complete
Kohn-Sham problem is, while possible in principle, in
practice not feasible. Consider silicon, discussed in Fig-
ure 1, for example: the Aufbau principle requires us to
first populate the lowest energy levels, which for Si is
the 1s band. It is much lower in energy than the va-
lence and conduction band, and the localization of the
orbitals close to the nuclei demands a high spatial res-
olution. These core electrons do not contribute directly
to the chemical bonding, however, so they can be sepa-
rated out and described by atom-like solutions localized
on each atomic site. They can then even be treated with
a di↵erent relativistic scheme, and relaxed or frozen in
their atomic state. Not only is relativity as such indis-
pensable to obtain reliable predictions, but we will show
that using di↵erent scalar-relativistic schemes may also
a↵ect DFT results.

To stitch together a complete solution, the wave func-
tions of the semi-core and valence electrons ((2s) 2p and
3s 3p, respectively, in the case of Si) need to be con-
structed in such a way that they maintain the oscillatory
behaviour of the reference atomic configuration in the
core region, which is due to orthogonality to the core
electrons. This central problem can be solved in a num-
ber of di↵erent ways depending on the choice of numer-
ical method. For methods based on plane-wave expan-
sions or real-space grids, the oscillatory behaviour can-
not be accurately represented due to the limited spatial
resolution. The need for unmanageably large basis sets
can be mitigated by adding a carefully designed repul-
sive part to the Kohn-Sham potential, a so-called pseu-
dopotential. This pseudopotential may conserve the core-
region charge (norm-conserving pseudopotentials34,35),

Figure 2. Graphical representation of the � gauge, which
expresses the di↵erence between two codes as the root-mean-
square deviation between their equations of state, averaged
over a benchmark set of 71 elements. Figure reproduced from
Ref. 18.

giving rise to an analytically straightforward formalism,
or break norm conservation by including a compensat-
ing augmentation charge (ultrasoft pseudopotentials36),
allowing for smoother wavefunctions and hence smaller
basis sets. Alternatively, the projector-augmented wave
(PAW) approach defines an explicit transformation be-
tween the all-electron and pseudopotential wavefunctions
using additional partial-wave basis functions.37,38 This
allows PAW codes to obtain a good precision for small
numbers of plane waves or large grid spacings, but choos-
ing suitable partial-wave projectors is not trivial. We
will refer to both pseudopotential and PAW methods as
pseudization approaches. In contrast, all-electron meth-
ods explicitly construct basis functions that are restricted
to a specific energy range ((L)APW,39–45 LMTO46), or
treat core and valence states on equal footing.47,48 Deal-
ing with the full potential enables a better precision,
but inevitably increases the computation time. In these
codes, the complexity of solving the Kohn-Sham problem
shifts from the potential to the choice of the basis func-
tions. Similar to pseudization approaches, these choices
lead to a zoo of methods which, despite solving the same
Kohn-Sham equations, di↵er in almost every other detail.
The case study for silicon (Figure 1) demonstrates that

such di↵erent physical approaches may lead to notice-
ably varying predictions, even for straightforward prop-
erties like the lattice constant. Given the increasing use
of DFT for both academical and industrial applications,
evaluating the corresponding error bar is essential to
guarantee the reliability of any DFT result. Indeed, it
needs to be verified whether irrespective of the code or
(pseudo)potential, the same results can be obtained. For
this reason, we present a large-scale code comparison in
terms of the � gauge. This criterion was formulated by
Lejaeghere et al.18 to quantify di↵erences between DFT-
predicted E(V ) profiles in an unequivocal way. They

What is delta?

n D is the RMS difference between the E-V 
curves over ±6% interval around equilibrium



Delta-codes result

n Found that the error between modern high 
quality pseudopotentials (as used in 
CASTEP) and “all electron” codes is now 
SMALLER than experimental noise

n The result is a mega-paper “Reproducibility in 
density functional theory calculations of 
solids” Science 351 6280 (2016)
n 69 co-authors, 15 codes, 7 pages main text + 

165 pages of ‘supplementary information’



Implication

n All these independent codes now agree 
with each other to a high degree of 
precision
n Hence correct implementation of basic DFT 

in different codes
n This was not the case 10 years ago – some 

codes gave consistently worse answers
n But the results are not same as experiment

n This is the accuracy issue
n See later lectures for why and how to fix
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What about 
“First Principles”?



Meaning

n “First principles” means we rely only on 
fundamental laws of science
n In this case, quantum mechanics and not on 

empirical fits
n Hence should be accurate

n We can use QM to calculate the properties 
of electrons – can we do this for real solids 
or liquids or molecules or surfaces or …

n Limitations are finite computer speed & 
memory



What level?

Length+and+)me+scales+

Diffusion 

10-9 s 

10-15 s 

Bond motion 
10-14 s 

Intermolecular  
motion 

10-8 s 

Molecular 
alignment 

Polymers 

>>10-7 s 

Electronic 
transition 

Castep+Workshop:+Delhi+January+2011+
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Basic idea

1. Take atomic numbers/elements as input

2. Solve QM equations

3. Predict physical and chemical properties

Aim+of+ab)ini6o)calcula)ons+

Castep+Workshop:+Delhi+January+2011+

Atomic Numbers

Solve quantum mechanics 
for the material

Predict physical and chemical 
properties of systems

Aim+of+ab)ini6o)calcula)ons+

Castep+Workshop:+Delhi+January+2011+

Atomic Numbers

Solve quantum mechanics 
for the material

Predict physical and chemical 
properties of systems



Quantum Mechanics

n Unfulfilled promise: 
n For the first 50 years of QM, just about every 

solution was for a single particle 
n Claim:

n It was claimed (by Dirac) that the Schrödinger 
equation explained all of chemistry, biology, 
materials science, etc.

n BUT:
n The mathematics of many-particle QM is too 

complicated – and too computationally 
expensive – to apply to realistic systems 



Density Functional Theory

n DFT is a reformulation of QM in terms of 
the electronic charge density
n A big simplification over many-body 

wavefunction – and an observable!
n 1964: The foundations of density functional 

theory (the Hohenberg-Kohn Theorem)
n 1965: The Kohn-Sham equations (practical 

method for performing calculations) 



Practical DFT

n DFT then languished until …
n 1981: A good local density approximation
n 1985: The Car-Parrinello method
1987: first version CASTEP
n 1991: Implementation on parallel computers
- a version of CASTEP called CETEP
n 1998: Nobel prize (in chemistry) for DFT
1999 – 2001: total rewrite of CASTEP
n … DFT now creating >15,000 papers / year 



DFT publications

R.O. Jones, Rev. Mod. Phys. 87, 897 (2015)



RMP Examples

n Using DFT to study the origins of life:

“But if (and what a big if) we could conceive in
some warm little pond with all sorts of ammonia
and phosphoric salts—light, heat, electricity, &c
present, that a protein compound was chemically
formed, ready to undergo still more complex
changes, at the present day such matter would be
instantly devoured, or absorbed, which would not
have been the case before living creatures were
formed” (Darwin, 1887).

DF simulations can be used to test whether biological
molecules can be produced by chemical processes that do
not require biological synthesis machines like ribosomes.
Schreiner et al. (Nair, Schreiner, and Marx, 2008; Schreiner,
Nair, and Marx, 2008; Schreiner et al., 2011) studied possible
reactions of N-carboxy anhydrides (a form of activated
amino acids) in water under high pressures and temper-
atures in the presence of pyrites FeS2 [the controversial
“iron-sulfur world” of Wächtershäuser (1988)]. The pres-
ence of an FeS2 surface changes the free energetics of the
steps of the carbonyl sulfide (COS)-mediated polymeriza-
tion of glycine carried out under different thermodynamic
conditions (Fig. 7), and it stabilizes the peptide product
against hydrolysis.
The reactions studied are just a few of many possible

scenarios for the production of molecules that are essential to
life on Earth, but they demonstrate the value of simulations
under conditions that are difficult to attain experimentally.
They also show that simulations without adjustable parame-
ters can be performed on biological systems that were
unthinkable with earlier generations of computers. Of course,
there are many such systems for which the simulation sample
sizes currently accessible with DF methods are simply
inadequate. Classical force fields with appropriately chosen
parameters are likely to remain the method of choice for such
systems for some time yet.
Phase change (PC) materials are alloys of chalcogens

(group 16 elements) that are ubiquitous in the world of
rewritable optical storage media, examples being the digital
versatile disk (DVD-RW) and Blu-ray Disc. Nanosized bits
in a thin polycrystalline layer are switched reversibly and
extremely rapidly between amorphous and crystalline states,
and the state can be identified by changes in resistivity or
optical properties. Crystallization of the amorphous bit is
the rate-limiting step in the write or erase cycle, and much
attention has been focused on this process. Alloys of Ge,

Sb, and Te are often used in PC materials, and 460-atom
simulations have been carried out at 600 K on amorphous
Ge2Sb2Te5 (GST) (Kalikka et al., 2012; Kalikka, Akola,
and Jones, 2014) (Fig. 8). Crystallization takes place in just
over 1 ns, and it is possible to monitor changes in the
distribution of the cavities, the diffusion of atoms of the
different elements, and percolation of crystalline units in
the sample. The presence of cavities is essential for rapid
crystallization in these materials (Akola and Jones, 2007,
2008).
These calculations required over 400 000 self-consistent

DF calculations of energies and forces for a 460-atom sample,
and it was exciting to witness the gradual transition from an
amorphous sample to a crystal without driving it in any way. It
is very unusual for a phase transition to be fast enough
(nanoseconds in this case) to be accessible to DF calculations
under the actual conditions of temperature and time scale, and
the details of the structural change should shed light on the
mechanisms of other phase transitions. I emphasize again that
the steady improvement in numerical algorithms has played an
important role in making such calculations possible, but they
also require computers of the highest performance class.
Furthermore, these and almost all other simulations use a
functional approximation developed for T ¼ 0 K. A recent
parametrization of restricted path integral Monte Carlo data
for the homogeneous electron gas for wide temperature and
density ranges (Karasiev et al., 2014) indicates that improved

FIG. 7 (color online). Glycine (left), activated glycine (center),
and the glycine-glycine dipeptide (right) between an FeS2 surface
(below) and water. COS: carbonyl sulfide.

FIG. 8 (color online). Crystallization in GST alloy at 600 K.
(a) Amorphous structure after 215 ps, (b) crystalline structure
after 1045 ps.

914 R. O. Jones: Density functional theory: Its origins, rise …
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RMP Examples

n Phase change materials for BlueRay DVD:

“But if (and what a big if) we could conceive in
some warm little pond with all sorts of ammonia
and phosphoric salts—light, heat, electricity, &c
present, that a protein compound was chemically
formed, ready to undergo still more complex
changes, at the present day such matter would be
instantly devoured, or absorbed, which would not
have been the case before living creatures were
formed” (Darwin, 1887).

DF simulations can be used to test whether biological
molecules can be produced by chemical processes that do
not require biological synthesis machines like ribosomes.
Schreiner et al. (Nair, Schreiner, and Marx, 2008; Schreiner,
Nair, and Marx, 2008; Schreiner et al., 2011) studied possible
reactions of N-carboxy anhydrides (a form of activated
amino acids) in water under high pressures and temper-
atures in the presence of pyrites FeS2 [the controversial
“iron-sulfur world” of Wächtershäuser (1988)]. The pres-
ence of an FeS2 surface changes the free energetics of the
steps of the carbonyl sulfide (COS)-mediated polymeriza-
tion of glycine carried out under different thermodynamic
conditions (Fig. 7), and it stabilizes the peptide product
against hydrolysis.
The reactions studied are just a few of many possible

scenarios for the production of molecules that are essential to
life on Earth, but they demonstrate the value of simulations
under conditions that are difficult to attain experimentally.
They also show that simulations without adjustable parame-
ters can be performed on biological systems that were
unthinkable with earlier generations of computers. Of course,
there are many such systems for which the simulation sample
sizes currently accessible with DF methods are simply
inadequate. Classical force fields with appropriately chosen
parameters are likely to remain the method of choice for such
systems for some time yet.
Phase change (PC) materials are alloys of chalcogens

(group 16 elements) that are ubiquitous in the world of
rewritable optical storage media, examples being the digital
versatile disk (DVD-RW) and Blu-ray Disc. Nanosized bits
in a thin polycrystalline layer are switched reversibly and
extremely rapidly between amorphous and crystalline states,
and the state can be identified by changes in resistivity or
optical properties. Crystallization of the amorphous bit is
the rate-limiting step in the write or erase cycle, and much
attention has been focused on this process. Alloys of Ge,

Sb, and Te are often used in PC materials, and 460-atom
simulations have been carried out at 600 K on amorphous
Ge2Sb2Te5 (GST) (Kalikka et al., 2012; Kalikka, Akola,
and Jones, 2014) (Fig. 8). Crystallization takes place in just
over 1 ns, and it is possible to monitor changes in the
distribution of the cavities, the diffusion of atoms of the
different elements, and percolation of crystalline units in
the sample. The presence of cavities is essential for rapid
crystallization in these materials (Akola and Jones, 2007,
2008).
These calculations required over 400 000 self-consistent

DF calculations of energies and forces for a 460-atom sample,
and it was exciting to witness the gradual transition from an
amorphous sample to a crystal without driving it in any way. It
is very unusual for a phase transition to be fast enough
(nanoseconds in this case) to be accessible to DF calculations
under the actual conditions of temperature and time scale, and
the details of the structural change should shed light on the
mechanisms of other phase transitions. I emphasize again that
the steady improvement in numerical algorithms has played an
important role in making such calculations possible, but they
also require computers of the highest performance class.
Furthermore, these and almost all other simulations use a
functional approximation developed for T ¼ 0 K. A recent
parametrization of restricted path integral Monte Carlo data
for the homogeneous electron gas for wide temperature and
density ranges (Karasiev et al., 2014) indicates that improved

FIG. 7 (color online). Glycine (left), activated glycine (center),
and the glycine-glycine dipeptide (right) between an FeS2 surface
(below) and water. COS: carbonyl sulfide.

FIG. 8 (color online). Crystallization in GST alloy at 600 K.
(a) Amorphous structure after 215 ps, (b) crystalline structure
after 1045 ps.
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“But if (and what a big if) we could conceive in
some warm little pond with all sorts of ammonia
and phosphoric salts—light, heat, electricity, &c
present, that a protein compound was chemically
formed, ready to undergo still more complex
changes, at the present day such matter would be
instantly devoured, or absorbed, which would not
have been the case before living creatures were
formed” (Darwin, 1887).

DF simulations can be used to test whether biological
molecules can be produced by chemical processes that do
not require biological synthesis machines like ribosomes.
Schreiner et al. (Nair, Schreiner, and Marx, 2008; Schreiner,
Nair, and Marx, 2008; Schreiner et al., 2011) studied possible
reactions of N-carboxy anhydrides (a form of activated
amino acids) in water under high pressures and temper-
atures in the presence of pyrites FeS2 [the controversial
“iron-sulfur world” of Wächtershäuser (1988)]. The pres-
ence of an FeS2 surface changes the free energetics of the
steps of the carbonyl sulfide (COS)-mediated polymeriza-
tion of glycine carried out under different thermodynamic
conditions (Fig. 7), and it stabilizes the peptide product
against hydrolysis.
The reactions studied are just a few of many possible

scenarios for the production of molecules that are essential to
life on Earth, but they demonstrate the value of simulations
under conditions that are difficult to attain experimentally.
They also show that simulations without adjustable parame-
ters can be performed on biological systems that were
unthinkable with earlier generations of computers. Of course,
there are many such systems for which the simulation sample
sizes currently accessible with DF methods are simply
inadequate. Classical force fields with appropriately chosen
parameters are likely to remain the method of choice for such
systems for some time yet.
Phase change (PC) materials are alloys of chalcogens

(group 16 elements) that are ubiquitous in the world of
rewritable optical storage media, examples being the digital
versatile disk (DVD-RW) and Blu-ray Disc. Nanosized bits
in a thin polycrystalline layer are switched reversibly and
extremely rapidly between amorphous and crystalline states,
and the state can be identified by changes in resistivity or
optical properties. Crystallization of the amorphous bit is
the rate-limiting step in the write or erase cycle, and much
attention has been focused on this process. Alloys of Ge,

Sb, and Te are often used in PC materials, and 460-atom
simulations have been carried out at 600 K on amorphous
Ge2Sb2Te5 (GST) (Kalikka et al., 2012; Kalikka, Akola,
and Jones, 2014) (Fig. 8). Crystallization takes place in just
over 1 ns, and it is possible to monitor changes in the
distribution of the cavities, the diffusion of atoms of the
different elements, and percolation of crystalline units in
the sample. The presence of cavities is essential for rapid
crystallization in these materials (Akola and Jones, 2007,
2008).
These calculations required over 400 000 self-consistent

DF calculations of energies and forces for a 460-atom sample,
and it was exciting to witness the gradual transition from an
amorphous sample to a crystal without driving it in any way. It
is very unusual for a phase transition to be fast enough
(nanoseconds in this case) to be accessible to DF calculations
under the actual conditions of temperature and time scale, and
the details of the structural change should shed light on the
mechanisms of other phase transitions. I emphasize again that
the steady improvement in numerical algorithms has played an
important role in making such calculations possible, but they
also require computers of the highest performance class.
Furthermore, these and almost all other simulations use a
functional approximation developed for T ¼ 0 K. A recent
parametrization of restricted path integral Monte Carlo data
for the homogeneous electron gas for wide temperature and
density ranges (Karasiev et al., 2014) indicates that improved

FIG. 7 (color online). Glycine (left), activated glycine (center),
and the glycine-glycine dipeptide (right) between an FeS2 surface
(below) and water. COS: carbonyl sulfide.

FIG. 8 (color online). Crystallization in GST alloy at 600 K.
(a) Amorphous structure after 215 ps, (b) crystalline structure
after 1045 ps.

914 R. O. Jones: Density functional theory: Its origins, rise …

Rev. Mod. Phys., Vol. 87, No. 3, July–September 2015

“But if (and what a big if) we could conceive in
some warm little pond with all sorts of ammonia
and phosphoric salts—light, heat, electricity, &c
present, that a protein compound was chemically
formed, ready to undergo still more complex
changes, at the present day such matter would be
instantly devoured, or absorbed, which would not
have been the case before living creatures were
formed” (Darwin, 1887).

DF simulations can be used to test whether biological
molecules can be produced by chemical processes that do
not require biological synthesis machines like ribosomes.
Schreiner et al. (Nair, Schreiner, and Marx, 2008; Schreiner,
Nair, and Marx, 2008; Schreiner et al., 2011) studied possible
reactions of N-carboxy anhydrides (a form of activated
amino acids) in water under high pressures and temper-
atures in the presence of pyrites FeS2 [the controversial
“iron-sulfur world” of Wächtershäuser (1988)]. The pres-
ence of an FeS2 surface changes the free energetics of the
steps of the carbonyl sulfide (COS)-mediated polymeriza-
tion of glycine carried out under different thermodynamic
conditions (Fig. 7), and it stabilizes the peptide product
against hydrolysis.
The reactions studied are just a few of many possible

scenarios for the production of molecules that are essential to
life on Earth, but they demonstrate the value of simulations
under conditions that are difficult to attain experimentally.
They also show that simulations without adjustable parame-
ters can be performed on biological systems that were
unthinkable with earlier generations of computers. Of course,
there are many such systems for which the simulation sample
sizes currently accessible with DF methods are simply
inadequate. Classical force fields with appropriately chosen
parameters are likely to remain the method of choice for such
systems for some time yet.
Phase change (PC) materials are alloys of chalcogens

(group 16 elements) that are ubiquitous in the world of
rewritable optical storage media, examples being the digital
versatile disk (DVD-RW) and Blu-ray Disc. Nanosized bits
in a thin polycrystalline layer are switched reversibly and
extremely rapidly between amorphous and crystalline states,
and the state can be identified by changes in resistivity or
optical properties. Crystallization of the amorphous bit is
the rate-limiting step in the write or erase cycle, and much
attention has been focused on this process. Alloys of Ge,

Sb, and Te are often used in PC materials, and 460-atom
simulations have been carried out at 600 K on amorphous
Ge2Sb2Te5 (GST) (Kalikka et al., 2012; Kalikka, Akola,
and Jones, 2014) (Fig. 8). Crystallization takes place in just
over 1 ns, and it is possible to monitor changes in the
distribution of the cavities, the diffusion of atoms of the
different elements, and percolation of crystalline units in
the sample. The presence of cavities is essential for rapid
crystallization in these materials (Akola and Jones, 2007,
2008).
These calculations required over 400 000 self-consistent

DF calculations of energies and forces for a 460-atom sample,
and it was exciting to witness the gradual transition from an
amorphous sample to a crystal without driving it in any way. It
is very unusual for a phase transition to be fast enough
(nanoseconds in this case) to be accessible to DF calculations
under the actual conditions of temperature and time scale, and
the details of the structural change should shed light on the
mechanisms of other phase transitions. I emphasize again that
the steady improvement in numerical algorithms has played an
important role in making such calculations possible, but they
also require computers of the highest performance class.
Furthermore, these and almost all other simulations use a
functional approximation developed for T ¼ 0 K. A recent
parametrization of restricted path integral Monte Carlo data
for the homogeneous electron gas for wide temperature and
density ranges (Karasiev et al., 2014) indicates that improved

FIG. 7 (color online). Glycine (left), activated glycine (center),
and the glycine-glycine dipeptide (right) between an FeS2 surface
(below) and water. COS: carbonyl sulfide.

FIG. 8 (color online). Crystallization in GST alloy at 600 K.
(a) Amorphous structure after 215 ps, (b) crystalline structure
after 1045 ps.
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What is CASTEP?



What is CASTEP?

CaS2TeP
2eV indirect
band gap



Introducing CASTEP

n CASTEP is a general-purpose DFT code
n uses plane-wave basis set (position 

independent, easy to improve accuracy)
n use pseudopotentials (replaces nuclei and 

inner electrons with pseudo-ion)
n is parallel (can run on single core PC or 

largest supercomputer)
n can calculate wide range of properties …



CASTEP abilities
n Total energies

n forces and stresses with LDA/GGA/mGGA/sX/hybrid/LDA+U/vdW/S-O etc.
n Electronic structure

n electronic charge, potential, band structure, DOS, atomic populations
n Geometry Optimisation

n atomic positions, cell parameters, external pressure/stress
n Molecular dynamics

n finite temperature, zero-point and non-equilibrium properties
n Transition state searches

n chemical reaction pathways, diffusion barriers
n Phonons

n Band structure, DOS, quasi-harmonic thermodynamics
n Electric field response

n polarisability, dielectric constants, Born charges, LO/TO splitting
n Magnetic Response

n NMR, Chemical shifts, electric field gradients, hyperfine constants, etc.
n ELNES, EELS, Raman, IR, Wannier Functions, electron-phonon coupling, 

elastic constants, deformation potential, and more …



CASTEP developers

n CASTEP is developed by a core team of 
UK academics + collaborators:
n Stewart Clark (University of Durham)
n Phil Hasnip (University of York)
n Chris Pickard (University of Cambridge)
n Matt Probert (University of York) 
n Keith Refson (STFC)
n Jonathan Yates (University of Oxford)

n Plus many PhD students + postdocs



CASTEP responsibilities

n Each developer is responsible for a 
different part of the code - principally:
n Stewart Clark = XC functionals
n Phil Hasnip = ground state energy
n Chris Pickard = pseudopotentials
n Matt Probert = geometry optimisation + MD
n Keith Refson = phonons
n Jonathan Yates = NMR

n Plus other areas too!



What can it do 
for my research?



CASTEP applications

n Can use CASTEP for a purely theoretical 
study
n To elucidate underlying mechanism of a 

reaction or process, or to study materials 
under extreme conditions, or …

n Or in collaboration with experimentalists
n To help interpret experiments, predict 

spectra, or ...
n Or …



Can you guess?

Basic energy 
minimization 
took 36 secs 
on 72 cores …



Also known as …



Examples of things I work on

n Thermoelectrics – Heusler alloys & novel 2D
n AFM materials for spintronics
n 2D materials, e.g. graphene, MoS2, ribbons
n High pressure – quartz + shock waves
n Biophysics – DNA + amines
n Superconductivity – metallic carbides
n Hydrogen – quantum diffusion, phase diagram
… all with same first principles approach!



Application Example

Water-Hydroxyl Overlayers on 
Metal Surfaces

Phys. Rev. Lett. 104, 066102 (2010)
Xin-Zheng Li, Matt Probert, Ali Alavi, and Angelos Michaelides



Water-hydroxyl layers

n In many systems, the initial wetting layer is 
not pure water, but a water-hydroxyl mix
n Bond lengths/angles unusual due to 

“pinning” with hydrogen-bonds formed to 
surface atoms

n Transition metal surfaces have been well-
characterised
n Pt(111) has large lattice constant and so 

inter-molecule distance ~ 2.83 Å
n Ni(111) has much smaller distance ~2.50 Å



Water problem

n In bulk ice have typical O-O distance ~ 2.8Å
n At high pressures (>70 GPa) ice has typical 

O-O distance of ~2.3 Å
n No longer a molecular crystal
n Have delocalised protons between O nuclei

n Low T (160 K) measurements of hydrogen 
diffusion on metal surfaces suggests that 
quantum tunnelling important
n Hence need full QM treatment for hydrogen!



Ab initio Molecular Dynamics

n Use classical mechanics to move the atoms
n Born-Oppenheimer approximation decouples 

nucleus and electrons and have electrons always 
relaxed onto the instantaneous B-O surface

n Using forces and stresses derived from the 
electronic wavefunction – hence ab initio MD

n Can use to study dynamical properties or to 
simulate a thermal equilibrium

n But the nucleus is always treated classically 
n Hence no quantum fluctuations, tunneling, zero 

point motion, etc.



Path Integral MD

n Use Feynman Path Integral formulation of 
Quantum Mechanics for the nucleus
n now includes ZPM etc
n important for light defects 
and/or low temperatures
n “beads on springs” view with
imaginary time axis
n computationally expensive!
n Use task-farming – one value of it per farm

 

Path integral view of a 
single quantum particle. 



Nickel PIMD Movie



Platinum PIMD Movie



Summary



Summary

n QM of materials is hard
n Many interacting particles

n DFT makes QM of materials feasible
n Need to know about the approximations

n CASTEP is a robust and reliable 
implementation of DFT for periodic systems
n Wide feature set
n User friendly for theory and experimentalists
n Fast and scalable
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