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Whether the brain represents facial expressions as perceptual
continua or as emotion categories remains controversial. Here, we
measured the neural response to morphed images to directly
address how facial expressions of emotion are represented in the
brain. We found that face-selective regions in the posterior superior
temporal sulcus and the amygdala responded selectively to changes
in facial expression, independent of changes in identity. We then
asked whether the responses in these regions reflected categorical
or continuous neural representations of facial expression. Participants
viewed images from continua generated by morphing between faces
posing different expressions such that the expression could be the
same, could involve a physical change but convey the same emotion,
or could differ by the same physical amount but be perceived as
two different emotions. We found that the posterior superior
temporal sulcus was equally sensitive to all changes in facial
expression, consistent with a continuous representation. In contrast,
the amygdala was only sensitive to changes in expression that
altered the perceived emotion, demonstrating a more categorical
representation. These results offer a resolution to the controversy
about how facial expression is processed in the brain by showing
that both continuous and categorical representations underlie our
ability to extract this important social cue.
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The ability to visually encode changes in facial musculature
that reflect emotional state is essential for effective social

communication (1). Models of face processing have proposed
either that the perception of facial expression is dependent on
a continuous neural representation of gradations in expression
along critical dimensions (2, 3) or that it is based primarily on the
assignment of expressions to discrete emotion categories (4, 5).
Although they are usually treated as incompatible opposites,

there is evidence consistent with both the continuous and cate-
gorical approaches to facial expression perception (6). The cat-
egorical perspective is based on the idea that distinct neural or
cognitive states underpin a set of basic facial expressions (5).
Evidence for categorical perception of expression is shown by the
consistency with which the basic emotions are recognized (7) and
the greater sensitivity to changes in facial expression that alter
the perceived emotion (8, 9). In contrast, continuous or dimensional
models are better able to explain the systematic confusions that
occur when labeling facial expressions (2) and can account for
variation in the way that basic emotions are expressed (10) and
the fact that we are readily able to perceive differences in in-
tensity of a given emotional expression (11, 12).
The aim of this study is to ask whether primarily categorical or

continuous representations of facial expression are used in dif-
ferent regions of the human brain. Neuroimaging studies have
identified a number of face-selective regions that are involved in
the perception of facial expression (13–16). The occipital face
area (OFA) is thought to be involved in the early perception of
facial features and has a postulated projection to the posterior
superior temporal sulcus (pSTS). The connection between the
OFA and pSTS is thought to be important in processing dynamic
changes in the face, such as changes in expression and gaze,

which are important for social interactions (17–21). Information
from the pSTS is then relayed to regions of an extended face-
processing network, including the amygdala, for further analysis
of facial expression.
To determine how different regions in the face-processing

network are involved in the perception of emotion, we compared
the responses to faces that varied in facial expression. In ex-
periment 1, we compared the response to faces that changed in
both expression and identity. Our aim was to determine which
regions responded selectively to changes in facial expression—
i.e., those that responded more strongly to changes in expression
than to changes in identity. In experiment 2, we used morphs
between different images of facial expressions to ask whether the
neural response in those face regions reflected a continuous or
categorical representation of emotion. To achieve this goal, the
face images we used could be physically identical (“same expres-
sion”), could differ in physical properties without crossing the
category boundary (“within-expression change”), or could differ
in physical properties and cross the category boundary (“between-
expression change”). Importantly, both the within-and between-
expression conditions involved an equivalent 33% shift along the
morphed continuum. Brain regions that hold a more categorical
perception of expression should be sensitive to between-expression
changes in expression, but not within-expression changes. How-
ever, regions with a continuous representation should be equally
sensitive to both between- and within-expression changes.

Results
Experiment 1. The aim of experiment 1 was to determine which
regions in the face-selective network were sensitive to changes in
facial expression. There were four conditions: (i) same expression,
same identity; (ii) same expression, different identity; (iii) differ-
ent expression, same identity; and (iv) different expression, dif-
ferent identity (Fig. 1A). The peak responses of the face-selective
regions, defined in an independent localizer scan (Fig. S1 and
Table S1), were analyzed by using a 4 × 2 × 2 ANOVA with
region [pSTS, amygdala, fusiform face area (FFA), OFA], expres-
sion (same, different), and identity (same, different) as the fac-
tors. There were significant effects of expression [F(1, 13) = 4.46,
P = 0.05] and region [F(3, 39) = 48.26, P < 0.0001], but not
identity [F(1, 13) = 2.52, P = 1.14]. There was also a significant
interaction between region × expression [F(3, 39) = 12.73, P <
0.0001]. Therefore, to investigate which face-selective regions
were sensitive to expression, we next considered the response in
each individual region of interest (ROI).
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Fig. 1B shows the response from the pSTS in experiment 1.
A 2 × 2 ANOVA with the factors expression (same, different) and
identity (same, different) revealed a significant effect of expres-
sion [F(1, 17) = 12.84, P = 0.002], but not identity [F(1, 17) = 1.98,
P = 0.18]. There was no significant interaction between expres-
sion and identity [F(1, 17) = 0.04]. The effect of expression was
driven by a significantly larger response to the different-expression
conditions compared with the same-expression conditions in
both the same-identity [t(17) = 2.20, P = 0.04] and different-
identity [t(17) = 2.75, P = 0.01] conditions.
The amygdala revealed a similar pattern of results to that

found in the pSTS (Fig. 1B). A 2 × 2 repeated-measures ANOVA
found a significant main effect of expression [F(1, 15) = 11.13,
P = 0.01] but not identity [F(1, 15) = 0.09]. There was no signif-
icant interaction between expression and identity [F(1, 15) = 2.69,
P = 0.12]. Again, the main effect of expression was driven by the
significantly larger response to different expression compared
with same expression in the same-identity [t(14) = 2.18, P = 0.05]
and the different-identity [t(14) = 2.23, P = 0.04] conditions.
The FFA was sensitive to both changes in expression and

identity. A 2 × 2 ANOVA revealed significant main effects of
expression [F(1, 19) = 18.06, P < 0.0001] and identity [F(1, 19) =
4.53, P = 0.05]. There was also a significant interaction between
expression and identity [F(1, 19) = 7.18, P = 0.02]. The main effect
of expression was due to a bigger response to the different-

expression condition compared with the same-expression
condition for same-identity faces [t(19) = 4.39, P < 0.0001].
However, there was no significant difference between the
different- and same-expression conditions for different-identity
faces [t(19) = 0.86].
The OFA showed a similar pattern of response to that found

in FFA. There were significant main effects of expression [F(1, 19) =
12.71, P < 0.002] and identity [F(1, 19) = 9.91, P = 0.01]. There
was also a significant interaction between expression and identity
[F(1, 19) = 8.58, P = 0.01]. We found a significantly larger re-
sponse to different-expression condition compared with same-
expression condition for the same-identity [t(19) = 4.24, P <
0.0001], but not for the different-identity conditions [t(19) = 0.16].
The results from experiment 1 therefore show selectivity to

changes in facial expression (stronger responses to changes in
expression than to changes in identity) for pSTS and amygdala.
However, because our aim was to investigate Haxby and col-
leagues’ neural model of face perception (15), our ROI analysis
was restricted to face-selective regions defined by the in-
dependent localizer. Thus, a group analysis was run to determine
whether there were other regions that were selective for differ-
ences in facial expression, but were not face selective. Consistent
with the ROI analysis, we found that the pSTS, amygdala, FFA,
and OFA showed increased responses to different expression
conditions compared with the same expression conditions (Fig. S2).
However, we did not find regions outside these core face-selective
regions that showed selectivity for expression (Table S2).

Experiment 2. Experiment 2 used morphed images to determine
whether different face regions have a continuous and categorical
representation of emotion. Continua for the experiment were
generated by morphing between different expression images
(Fig. 2). Validation of the morphing procedure was demonstrated
in two behavioral experiments. First, we performed an expression-
classification experiment. Four images were selected along theFig. 1. Experiment 1: Sensitivity to changes in expression and identity. (A)

Images from the four conditions. (Upper) Same expression, same identity
(Left); same expression, different identity (Right). (Lower) Different expres-
sion, same identity (Left); different expression, different identity (Right). (B)
Peak responses to the different conditions in the pSTS (Upper Left), amyg-
dala (Upper Right), OFA (Lower Left), and FFA (Lower Right). The graphs
show that face-selective regions in the pSTS and the amygdala responded
selectively to changes in facial expression, independent of changes in iden-
tity. Error bars represent SE. *P < 0.05; **P < 0.01; ***P < 0.001. Images of
faces are from ref. 47.

Fig. 2. Experiment 2: Behavioral results from expression-classification ex-
periment. Performance was determined for four morph continua: fear to
happy (A), happy to disgust (B), disgust to fear (C), and disgust to sad (D).
The x axis shows the four morph levels from the continua that were used
in the experiment. The graph represents the proportion of participant’s
responses that used the name given on the y axis, averaged across partic-
ipants. A clear discontinuity is evident in the perception of emotion near the
midpoint of the morphed continuum, which provides support for a cate-
gorical representation of facial expression. Images of faces are from ref. 47.
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appropriate morph continua (99%, 66%, 33%, and 1%), and
participants were asked to make a five-alternative forced choice
(5AFC) for the following expression continua: happy–fear, disgust–
happy, sad–disgust, fear–disgust. Fig. 2 shows that for each set of
images, there was a clear discontinuity in the perception of emo-
tion near the midpoint of the morphed continuum.
The second behavioral experiment involved a more stringent

test of categorical perception using a same–different task. Par-
ticipants were presented with two sequentially presented faces
with the same identity and had to judge whether the images were
identical or different. There were three conditions as follows:
(i) same emotion (99% and 99% or 66% and 66%), (ii) within
emotion (99% and 66% images), and (iii) between emotion (66%
and 33% images). We found that the between-emotion condition
was judged as different more often relative to the within-emotion
condition [t(12) = 6.47, P = <0.001; Fig. S3]. Moreover, partic-
ipants responded faster on correct responses to the between-
emotion compared with the within-emotion condition [t(2,24) =
4.19, P = <0.001]. These results show that facial expressions that
differ in perceived emotion are discriminated more easily than
facial expressions that are perceived to convey the same emotion.
This finding is widely considered to form the strongest test for
behavioral evidence of categorical perception (12).
For the functional MRI (fMRI) experiment, stimuli in a block

were selected from three faces along the morphed continuum
(99%, 66%, and 33%). The within-emotion condition used two
faces from the morph continua that were on the same side of the
category boundary (99% and 66%). The between-emotion con-
dition used two faces along the morph continua that crossed the
category boundary (66% and 33%). Importantly, the physical
difference between images was therefore matched across within-
and between-emotion conditions (both 33% difference). The
same emotion condition had two identical images (99% and 99%
or 66% and 66%). The identity of the faces was also varied to
give six conditions as follows: (i) same expression, same identity;
(ii) within expression, same identity; (iii) between expression,
same identity; (iv) same expression, different identity; (v) within
expression, different identity; and (vi) between expression, dif-
ferent identity (Fig. 3). The peak responses of the face-selective
regions were analyzed by using a 4 × 3 × 2 ANOVA with region

(pSTS, amygdala, FFA, or OFA), expression (same, within, or
between), and identity (same or different) as the factors. There
were significant effects of expression [F(2, 24) = 15.39, P < 0.0001]
and region [F(3, 36) = 49.12, P < 0.0001], but not identity [F(1, 12) =
3.88, P = 0.07]. There was also a significant interaction between
region × expression [F(6, 72) = 2.43, P = 0.03]. Therefore, to
investigate which face-selective regions were sensitive to
expression—and in what way each was sensitive to differences
in expression—we next considered the response in each
individual ROI.
Fig. 3C shows the response from the pSTS in experiment 2. To

determine the sensitivity of the pSTS to these changes, we
conducted a 3 × 2 ANOVA with the factors expression (same,
within, or between) and identity (same or different). This anal-
ysis revealed a significant effect of expression [F(2, 32) = 13.19,
P < 0.0001] but no significant effect of identity [F(1, 16) = 0.60] or
a significant interaction [F(2, 32) = 0.25]. The main effect of ex-
pression for the same-identity conditions was due to significantly
bigger responses to the within-expression [t(16) = 3.00, P = 0.01]
and between-expression [t(16) = 3.88, P = 0.001] conditions
compared with the same-expression condition. There was no
significant difference between the within- and between-expression
conditions [t(16) = 0.40]. A similar pattern of results was seen for
the different-identity conditions. There were significantly larger
responses to the within-expression [t(16) = 2.49, P = 0.02] and
between-expression [t(16) = 3.17, P = 0.01] conditions compared
with the same-expression condition. However, there was no sig-
nificant difference in the response to the within- and between-
expression conditions [t(16) = 0.22]. This equivalent sensitivity to
both within- and between-expression changes suggests that the
pSTS has a continuous representation of expression.
In contrast to the pSTS, the amygdala was only sensitive to

between-emotion changes in expression. An ANOVA revealed a
significant main effect of expression [F(2, 48) = 22.52, P < 0.0001]
but not identity [F(1, 24) = 4.03, P = 0.06], and there was also no
significant interaction [F(2, 48) = 1.49, P = 0.29]. For the same-
identity conditions, there was no significant difference between
the same- and within-expression conditions [t(20) = 1.61, P = 0.12].
However, there was a significant difference between the same-
and between-expression conditions [t(20) = 4.86, P < 0.0001]

Fig. 3. Experiment 2: Continuous and categorical repre-
sentations of expression. (A) Images from the three expres-
sion conditions with the same identity. (B) Images from the
three expression conditions with different identities. (C) Peak
responses to the different conditions in the pSTS and amyg-
dala. The results show that the pSTS was equally sensitive to
all changes in facial expression, consistent with a continuous
representation. In contrast, the amygdala was only sensitive
to changes in expression that altered the perceived emotion,
demonstrating a more categorical representation of emo-
tion. *P < 0.05, **P < 0.01, ***P < 0.001. Images of faces are
from ref. 47.
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and between the within- and between-expression conditions [t(20)
= 4.62, P < 0.0001]. There was a similar pattern for the different-
identity conditions. There was no significant difference between
the same- and within-expression conditions [t(20) = 0.84], but there
was a larger response to the between-expression condition com-
pared with the within-expression conditions [t(20) = 3.58, P < 0.001].
There was also a larger response to the between- and within-
expression conditions [t(20) = 2.06, P = 0.05]. These results show
that the amygdala is more sensitive to changes in expression that
cross an emotion category boundary.
In the FFA (Fig. S4), there was significant main effects of

expression [F(2, 48) = 6.36, P = 0.004] and identity [F(1, 24) = 9.29,
P = 0.01], but there was no significant interaction between
expression and identity [F(2, 48) = 2.54, P = 0.09]. For the
same-identity conditions, there was no significant difference
between the same- and within-expression conditions [t(24) = 1.71,
P = 0.10]. There was also no significant difference between the
within- and between-expression conditions [t(24) = 1.38, P = 0.06].
However, there was a significant difference between the same-
and between-expression conditions [t(24) = 2.96, P = 0.01]. For
the different-identity conditions, there were no significant difference
between the same-expression and either the within-expression
[t(24) = 1.88, P = 0.07] or between-expression [t(24) = 0.65] con-
ditions. There was also no difference in response between the
between- and within-expression conditions [t(24) = 1.50, P = 0.15].
In the OFA, there was a significant main effect of expression

[F(2, 48) = 8.53, P = 0.001] and identity [F(1, 24) = 7.77, P = 0.01].
There was also a significant interaction between expression and
identity [F(2, 48) = 4.15, P = 0.02]. The interaction was due to
differences between the same-identity conditions, but not be-
tween the different-identity conditions (Fig. S4). For the same-
identity conditions, there was a significant difference between
the same-and within-expression conditions [t(19) = 2.14, P = 0.05]
and the same- and between-expression conditions [t(19) = 2.51,
P = 0.02]. However, there was no significant difference between
the within- and between-expression conditions [t(19) = 0.69]. In
contrast, for the different-identity conditions, there were no
significant difference between the same-expression and either
the within-expression [t(19) = 1.61, P = 1.22] or between-ex-
pression [t(19) = 0.26] conditions. There was also no difference in
response among the between- and within-expression conditions
[t(19) = 1.44, P = 0.17].

Discussion
The aim of this study was to determine how facial expressions of
emotion are represented in face-selective regions of the human
brain. In experiment 1, we found that the pSTS and the amygdala
were sensitive to faces that changed in expression and that this
sensitivity was largely independent of changes in facial identity.
In experiment 2, we morphed between expressions to determine
whether the response to expression in the pSTS and the amyg-
dala revealed a categorical or continuous representation. These
results clearly show that the pSTS processes facial expressions of
emotion using a continuous neural code, whereas the amygdala
has a more categorical representation of facial expression.
Our findings offer a compelling alternative to the longstanding

controversy about whether facial expressions of emotion are
processed using a continuous or categorical code. Behavioral
findings consistent with a categorical representation of facial
expression are evident when participants report discrete rather than
continuous changes in the emotion of faces that are morphed
between two expressions (8, 9). Stronger evidence for a categor-
ical representation is seen in the enhanced discrimination of face
images that cross a category boundary compared with images
that are closer to the prototype expressions (8, 9). Nonetheless, a
purely categorical perspective is unable to account for the sys-
tematic pattern of confusions that can occur when judging facial
expressions (2), and it also has difficulty explaining why morphed
expressions that are close to the category prototype are easier to
recognize than expressions belonging to the same category but
more distant from the prototype (11). So there is evidence to

support both continuous and categorical accounts of facial ex-
pression perception (6).
In an attempt to resolve these seemingly conflicting positions,

computational models have been developed to explore repre-
sentations that could underpin both a continuous and a cate-
gorical coding of facial expression (22, 23). Our results provide
a converging perspective by showing that different regions in the
face-processing network can have either a primarily categorical
or a primarily continuous representation of facial expression. Of
course, the more categorical response in the amygdala compared
with the pSTS does not imply that the amygdala is insensitive to
changes in facial expression that do not result in a change to the
perceived emotion. Indeed, a perceiver needs to be aware of both
the category to which a facial expression belongs (its social
meaning) and its intensity, and a number of studies have shown
that responses in the amygdala can be modulated by changes in
the intensity of an emotion (24, 25). Nevertheless, the key finding
here is that there is a dissociation between the way facial expres-
sions of emotion are represented in the pSTS and amygdala.
The importance of understanding how facial expressions of

emotion are represented in the brain reflects the significance of
attributing meaning to stimuli in the environment. When processing
signals that are important for survival, perception needs to be
prompt and efficient. Categorical representations of expression are
optimal for making appropriate physiological responses to threat.
The more categorical representation of facial expressions of emo-
tion in the amygdala is consistent with its role in the detection
and processing of stimuli pertinent to survival (26, 27). Indeed,
neuropsychological studies of patients with amygdala damage
have demonstrated impairments in emotion recognition (28–30),
which are often accompanied by an attenuated reaction to po-
tential threats (31, 32). Although deficits in emotion recognition
following amygdala damage have mostly been reported for the
perception of fear, more recent functional neuroimaging studies
have provided support for the role of the amygdala in the pro-
cessing of other emotions (33–35). In the present study, the
morphed stimuli were not restricted to those involving fear, so
the categorical response shown in this study provides further
support for the involvement of the amygdala in processing a
range of facially expressed emotions.
However, not all naturally occurring circumstances demand a

categorical response, and there are many everyday examples
where a continuous representation might be of more value. For
example, although there appear to be a small number of basic
emotions that seem to be recognized consistently across partic-
ipants, there are many facial expressions that do not correspond
to one or other of these categories. Even with basic emotions, the
expressions can actually be quite variable in ways that can signal
subtle but important differences (10). Furthermore, judgments
of facial expression can be influenced by the context in which
they are seen (36). Together, these findings suggest that a more
flexible continuous representation is also used in judgments of
facial expression. The results from this study suggest that the
pSTS could provide a neural substrate for this continuous rep-
resentation. Our results are consistent with a previous study that
used multivariate pattern analysis to show a continuous repre-
sentation of expression in the pSTS (37). These findings highlight
the role of the pSTS in processing moment-to-moment signals
important in social communication (38).
An interesting question for further studies concerns how the

differences between responses of the pSTS and amygdala are
represented at the single-cell level. The blood-oxygen-level–
dependent signal measured in fMRI clearly reflects a population
response based on the aggregated activity of large numbers of
neurons, and there are many ways in which differences in responses
across brain regions might therefore be represented in terms of
coding by single cells. We offer here a suggestion as to a plausible
way in which the population responses shown in our fMRI data
might reflect coding by cells in pSTS and amygdala.
Facial expressions are signaled by a complex pattern of

underlying muscle movements that create variable degrees of
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change in the shapes of facial features, such as the eyes or mouth,
the opening or closing of the mouth to show teeth, the positioning
of upper and lower teeth, and so on. An obvious hypothesis,
then, is that pSTS cells are involved in coding this wide variety of
individual feature changes. This hypothesis would be consistent
both with the data presented here showing an overall sensitivity
of pSTS to any change in expressive facial features and with
other fMRI findings that demonstrate pSTS responsiveness
both to mouth movements and to eye movements (39). When
expressions are perceptually assigned to different emotion cat-
egories, however, the underlying feature changes are used si-
multaneously, so that a particular emotion is recognized through
a holistic analysis of a critical combination of expressive features
(40). Cells in the amygdala would therefore be expected to have
this property of being able to respond to more than isolated
features, and it is known, for example, that the amygdala’s re-
sponse to fearful expressions is based on multiple facial cues
because it can be driven by different face regions when parts of
the face are masked (41).
The same distinction can clearly be seen in computational

models of facial expression perception, such as EMPATH (22).
EMPATH forms a particularly good example because it is a well-
developed, “neural network” model that is able to simulate
effects from behavioral studies of facial expression recognition
that show continuous or categorical responses in classification
accuracy and reaction time. To achieve this goal, EMPATH has
layers of processing units that correspond to early stages of visual
analysis (Gabor filters, considered as analogous to V1), to principal
components (PCs) of variability between facial expressions (as
identified by PC analysis of facial expression images), followed
by a final classification stage based on the outputs of the PC-
responsive layer. There is a clear parallel between coding
expression PCs and the fMR properties we report for pSTS and
between classifying PC output combinations and the fMR re-
sponse from the amygdala.
Because of the considerable importance attached to different

types of facial information, the most efficient way to analyze this
information is thought to involve different neural subcomponents
that are optimally tuned for particular types of facial signals
(6, 15, 42). Models of face perception suggest that the analysis of
invariant cues, such as identity, occurs largely independently of
the processing of changeable cues in the face, such as expression.
For example, Rotshtein and colleagues used a similar image
morphing paradigm to differentiate between regions in the in-
ferior temporal lobe that represent facial identity relative to
those regions that are just sensitive to physical properties of the
face (43). In this study, we showed that the sensitivity in the
response of the pSTS and amygdala to facial expression was
largely independent of changes in facial identity. Although the
pSTS has been shown to be influenced by identity (14, 16, 44,
45), these results suggest that the neural responses in pSTS and
amygdala are primarily driven by changeable aspects of the face,
such as expression. In contrast, we found that both the OFA and
FFA were sensitive to changes in expression and identity. These
findings might be seen as consistent with previous studies that
suggest the FFA is involved in judgments of identity and ex-
pression (14, 45, 46). However, it is also possible that such results
show that the FFA is just sensitive to any structural change in
the image.
In conclusion, we found that face-selective regions in the pSTS

and amygdala were sensitive to changes in facial expression, in-
dependent of changes in facial identity. Using morphed images,
we showed that the pSTS has a continuous representation of facial
expression, whereas the amygdala has a more categorical rep-
resentation of facial expression. The continuous representation
used by pSTS is consistent with its hypothesized role in pro-
cessing changeable aspects of faces that are important in social
interactions. In contrast, the responses of the amygdala are
consistent with its role in the efficient processing of signals that
are important to survival.

Methods
Participants and Overall Procedure. All participants were right-handed and
had normal or corrected-to-normal vision. All participants provided written
consent, and the study was given ethical approval by the York Neuroimaging
Centre Ethics Committee.

Each participant took part in one of two experimental scans recording
neural responses to conditions of interest and a separate functional localizer
scan to provide independent identification of face-selective regions. Visual
stimuli (8° × 8°) were back-projected onto a screen located inside the mag-
netic bore, 57 cm from participants’ eyes. Images in all experiments were
presented in grayscale by using Neurobehavioral Systems Presentation 14.0.
Twenty participants took part in experiment 1 (15 females; mean age, 23),
and 25 participants took part in experiment 2 (19 females; mean age, 25).

Experiment 1. Stimuli were presented in blocks, with five images per block.
Each face was presented for 1,100 ms and separated by a gray screen pre-
sented for 150 ms. Stimulus blocks were separated by a 9-s-fixation gray
screen. Each condition was presented 10 times in a counterbalanced order,
giving a total of 40 blocks. To ensure that they maintained attention
throughout the experiment, participants had to push a button when they
detected the presence of a red dot, which was superimposed onto 20% of
the images.

Face stimuli were Ekman faces selected from the Young et al. Facial
Expressions of Emotion Stimuli and Tests (FEEST) set (47). Five individuals
posing five expressions (anger, disgust, fear, happiness, and sadness) were
selected, based on the following three main criteria: (i) a high recognition
rate for all expressions [mean recognition rate in a six-alternative forced-
choice experiment: 93% (47)], (ii) consistency of the action units (muscle
groups) across different individuals posing a particular expression, and
(iii) visual similarity of the posed expression across individuals. Using these
criteria to select the individuals from the FEEST set helped to minimize
variations in how the expressions were posed.

Experiment 2. Faces were shown for 700 ms and separated by a 200-ms gray
screen. Successive blocks were separated by a 9-s fixation cross. To ensure that
participants maintained attention, they had to press a button on detection of
a red dot, which was superimposed onto 20% of the images. Images were
presented in blocks, with six images per block.

To generate the morphed expression continua for this experiment, we
used the five models and five expressions from experiment 1. To control
for individual differences in the posed expressions, we used PsychoMorph
(48) to generate the average shape of expressions for each emotion cat-
egory. For each average shape, we then applied the texture from each
individual person’s face to produce five distinct identities with the same
(i.e., equivalently shaped) facial expression. In this way, we ensured
that differences between the images used to create experimental stimuli
were as tightly dependent on underlying changes in identity or expression
as possible.

Expression continua for the experiment were then generated bymorphing
between different expression images (PsychoMorph). Validation of the
morphing procedure was demonstrated in two behavioral experiments. First,
we performed an expression-classification experiment, in which 26 partic-
ipants (19 female; mean age 22) were asked to make a 5AFC for the fol-
lowing expression continua: happy–fear, disgust–happy, sad–disgust, and
fear–disgust. Face stimuli were presented for 1,000 ms followed by a 2-s gray
screen when participants could make their response. The second behavioral
experiment involved a more stringent test of categorical perception using
a two-alternative forced-choice discrimination task. Fourteen participants
(11 females; mean age 24) were presented with two sequentially presented
faces with the same identity and had to judge whether the images were
identical or different. Face images were each presented for 900 ms with an
inter-stimulus interval of 200 ms.

Localizer Scan. To identify face-selective regions, a localizer scan was con-
ducted after each fMRI experiment. There werefive conditions: same-identity
faces, different-identity faces, objects, places, and scrambled faces. Images
from each condition were presented in a blocked design with five images in
each block. Each image was presented for 1 s followed by a 200-ms fixation
cross. Blocks were separated by a 9-s gray screen. Each conditionwas repeated
five times in a counterbalanced design. The participants’ task was to detect
the presence of a red dot that was superimposed on 18% of the images. Face
images were taken from the Radboud Face Database (49) and varied in ex-
pression. Images of objects and scenes came from a variety of Internet sources.
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Imaging Parameters. All imaging experiments were performed by using a GE
3-tesla HD Excite MRI scanner at York Neuroimaging Centre at the University
of York. A Magnex head-dedicated gradient insert coil was used in con-
junction with a birdcage, radio-frequency coil tuned to 127.4 MHz. A gra-
dient-echo echoplanar imaging (EPI) sequence was used to collect data from
38 contiguous axial slices [time of repetition (TR) = 3, time of echo = 25 ms,
field of view = 28 × 28 cm, matrix size = 128 × 128, slice thickness = 4 mm].
These were coregistered onto a T1-weighted anatomical image (1 × 1 × 1 mm)
from each participant. To improve registrations, an additional T1-weighted
image was taken in the same plane as the EPI slices.

fMRI Analysis. Statistical analysis of the fMRI data was performed by using
FEAT (www.fmrib.ox.ac.uk/fsl). The initial 9 s of data from each scan was
removed to minimize the effects of magnetic saturation. Motion correction
was followed by spatial smoothing (Gaussian, FWHM 6 mm) and temporal
high-pass filtering (cutoff, 0.01 Hz). Face-selective regions were individually
defined in each individual by using the localizer scan by the average of the
following two contrasts: (i) same-identity faces > nonface stimuli; and (ii)
different-identity faces > nonface stimuli. Statistical images were thresh-
olded at P < 0.001 (uncorrected). In this way, contiguous clusters of voxels
located in the inferior fusiform gyrus, in the posterior occipital cortex, and in
the superior temporal lobe of individual participants could be identified as
the pSTS, OFA, and FFA (Tables S1 and S2 and Fig. S1). A different approach
had to be taken to define the amygdala, which is not reliably identified
through a functional localizer at the individual level. A face-responsive ROI
in the amygdala was therefore defined from the face-selective statistical

map at the group level, thresholded at P < 0.001 (uncorrected). This ROI in
the amygdala was then transformed into the individual MRI space for each
participant. The time course of response in the amygdala ROI was then
evaluated for each participant to ensure that it responded more to faces
than to nonface stimuli. In addition to these functional criteria, we were
able to define the amygdala based on anatomy. Despite the difference in
the way that the amygdala was defined, Fig. S5 shows that the face-selective
voxels that are located in the amygdala show a corresponding face selec-
tivity to the other ROI. In all other respects, the data were processed in
exactly the same way for all ROIs.

For each experimental scan, the time series of the filtered MR data from
each voxel within a ROI was converted from units of image intensity to
percentage signal change. All voxels in a given ROI were then averaged to
give a single time series for each ROI in each participant. Individual stimulus
blocks were normalized by subtracting every time point by the zero point for
that stimulus block. The normalized data were then averaged to obtain the
mean time course for each stimulus condition. There was no main effect of
hemisphere in experiment 1 [F(1, 16) = 0.39] and experiment 2 [F(1, 17) = 2.96,
P = 0.13], so data from the left and right hemispheres were combined for all
ROIs. Repeated-measures ANOVA was used to determine significant differ-
ences in the peak response to each stimulus condition in each experiment.
The peak response was taken as an average of the TR 2 (6 s) and TR 3 (9 s)
following stimulus onset.
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